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METO/JI BATATOOB’€EKTHOI'O TPEKIHI'Y 3 OBPOBKOIO OKJIIO3IM JIJIs
CUCTEM BIJEOCIHIOCTEPEKEHHSA

Y craTTi npescTasneHo BAOCKOHaEHUN METO 6araToo6 KTHOrO TPEKIHry, nobyAoBaHmi Ha OCHOBI aroputmy ByteTrack,
3 MOKpaLYEHO 06POBKOKO OKITHO3IW A/19 MIABUILUEHHS CTABIIbHOCTI BIICTEXEHHS Y CKAGAHNX AUHAMIYHUX CLEHAX. 3aripOroHOBaHO
BuKopuctarHs metTpukm Distance IoU (DIoU) 4715 TOYHILIOI acoliaLlii: MK AETEKLIAMU Ta aKTUBHUMU TPEKaMY, @ TaKOX MEXaHi3My
36EpPEXEHHS 00 EKTIB, TUMYACOBO BTPAYEHNX YEPE3 YACTKOBI NEPEKPUTTS. EKCriepumerTv Ha Habopi MOT17 i3 3acTocyBaHHIM YOLOX-
Tiny ripoaemMoHcTpyBamm nigsuerrHs MOTA Ha 0.5%, 3poctaHHs IDF1 Ha 1.9% i 3MEHIUIEHHS KifIbKOCTI EPEMUKAHD [AEHTUYHOCTEN
Ha 9% npu HE3HAYHOMY 3HIKEHHI LIBAKOCTI 06pobku (3 29.6 Ao 29.1 kagpis/c) nopisHsaHO 3 6a3osum ByteTrack. Pe3ysibtatv
TTIATBEPIKYIOTL €QPEKTUBHICTL BUKOpUCTaHHS Distance IoU Ta MexaHi3MiB 06pO6GKU OKITO3IM A/151 MTIABULYEHHS] TOYHOCTI ¥ HafIMHOCTI
TPeKiHry 6e3 BTpatv poboTv B peasibHOMY 4aci, Lo pobuTL METOL MPUAATHUM AJ15 CUCTEM BIAEOCITIOCTEPEKEHHS, TPAaHCIIOPTHOMO
MOHITOPUHIY Ta POBOTOTEXHIKY.

Krto4osi crioBa. 6aratoo6 ekTHmA TpekiHr, ByteTrack, oknmozii, DIoU, Bigeocrioctepexerrs, YOLOX-Tiny, MOTA, RelD-free
tracking.

ROMANETS Vladyslav, BISICALO Oleg

Vinnytsia National Technical University

MULTI-OBJECT TRACKING METHOD WITH ADAPTIVE OCCLUSION
PROCESSING FOR VIDEO SURVEILLANCE SYSTEMS

This paper presents an improved multi-object tracking (MOT) method based on the ByteTrack framework, with a primary
focus on enhancing robustness to occlusions in complex and dynamic video scenes. Occlusions, camera motion, and dense object
interactions remain critical challenges for real-time tracking systems, often leading to identity switches and track fragmentation. To
address these issues, the proposed approach introduces two key improvements: the integration of the Distance Intersection over
Union (DIoU) metric for more precise detection-to-track association, and a track retention mechanism that allows temporarily lost
objects to be preserved during short-term or partial occlusions.

The use of DIoU enables more reliable association decisions by jointly considering both spatial overlap and the distance
between object centers, which is especially beneficial in crowded environments where bounding boxes frequently intersect or overiap.
In addiition, the proposed track retention strategy maintains inactive tracks for a limited period, allowing the system to recover object
identities once they reappear, thereby reducing premature track termination.

Experimental evaluation was conducted on the MOT17 validation dataset using a lightweight YOLOX-Tiny detector to ensure
real-time applicability on resource-constrained platforms. The results demonstrate that the proposed enhancements lead to consistent
performance gains compared to the baseline ByteTrack algorithm. Specifically, the method achieved an improvement in MOTA of
+0.5% (from 77.5% to 78.0%), a +1.9% increase in IDF1, and a 9% reduction in identity switches, while maintaining real-time
processing with only a marginal decrease in speed (from 29.6 to 29.1 FPS).

Additional scene-based analyses confirmed improved robustness in scenarios involving dense crowds, long-term occlusions,
and camera motion. Overall, the results indicate that efficient occlusion handling can significantly enhance tracking reliability and
identity consistency without sacrificing computational efficiency. The proposed method offers a well-balanced trade-off between
accuracy and performance, making it suitable for practical deployment in video surveillance systems, intelligent transportation
monitoring, and mobile robotic applications operating under real-time constraints.

Keywords: multi-object tracking, ByteTrack, occlusions, DIoU, video surveillance, YOLOX-Tiny, MOTA, RelD-free tracking.
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MNOCTAHOBKA MMPOBJIEMU Y 3AT'AJIBHOMY BUTIJISIAIL
TA 1i 3B°SI30K I3 BAXKJIMBUMM YU IPAKTUYHUMMU 3ABJIAHHSMU
3pocTaHHs CKIAJHOCTI 3aBJaHb aHANI3y BiZIcO B JMHAMIYHUX CICHAX CTUMYJIIOE aKTHUBHI JOCIIDKCHHS y
coepi 6ararood’exrHoro Tpekinry (BOT), sikuii mae 3a0e3nedyBaTd BHCOKY TOYHICTB, CTIMKICTH IO OKJIIO3iH Ta
3/IaTHICTh MPAIIOBATH B PeKUMI peanibHOTo 4acy [1, 2]. 3agaua BOT Ha 0CHOBI IeTEKIIii MOJIsIrae B acoIiarii AeTeKIIii
00'eKTiB MiX TIOCIIJOBHAMH KaJpaMHt Bijeo Uil oOymoBU Oe3NepepBHUX TpaekTopiit 00'ekTiB. OCHOBHA MeTa —
TOYHO BiJCTEKYBATH MHOXHHY OO'€KTIB y pealbHOMY 4Yaci, MiHIMi3yloud TIOMHJIKH acoliallii, MpOmyCcKH Ta
nepeMuKaHHs ineHTnaHocTed [3-5]. Ha Bigminy Bim omH0006’ekTHOTO TpekiHry [6], BOT Bumarae edekTHBHOTO
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VIpaBIiHHA iNeHTH(IKaTOpaMH 00 €KTIB y pa3i 4acTKOBHUX a00 MOBHHUX MEPEKPHTTIB, KOPEKTHOTO PO3B’SI3aHHSA
KOH(ITIKTIB TPAEKTOPIN Ta MacIITaOOBAHOCTI JJIsI CIIEH 3 BEJIMKOIO KiJIBKICTIO HiJeH.

AxrtyansHicTs BOT 3ymMoBIeHa MpakTHYHUMH TOTpeOaMu Pi3HUX rajly3eil: aBTOHOMHI TPaHCHOPTHI CUCTEMH
noTpeOyroTh 3aTpuMkH MeHmIe 100 Mc 11t 6e3revHoi HaBiraii; CHCTEMH MacOBOT'O BiZIEOCIIOCTEPEKESHHS BUMAararoTh
00poOku moHaxa 30 KaIpiB 3a CEKyHy Ha KaMepy; MPOMHUCIIOBI pOOOTH30BaHI KOMITJICKCH — CTa0IIBHOTO TPEKIHTY Ha
npUCTposix 3 odMexkeHMMHU pecypcamu [3]. Ilompu mporpec ocTaHHIX POKIB, Cy4acHi ajJTOPUTMH CTHKAIOTBHCS 3
quieMoro: Bucokotouni mozaeni (MOTA > 80%) yacto € HanTo obumciroBainbHO ckiagaumu (< 20 FPS), Tomi sk
JIETKOBAri METOAX IEMOHCTPYIOTh 3HIDKCHHS CTIHKOCTI IO OKITIO31# Ta BTPATH iIEHTHIHOCTI 00’ €KTIB.

Takum 4rHOM, pO3pO0Ka TiIOPUIHOTO METOAY 0araTo00’€KTHOTO TPEKIHTY, SIKUH MOEIHYE OOUHCITIOBATIHLHY
e(eKTHBHICTH i3 HaiifHOI0 00POOKOIO OKITI03iil 0€3 BUKOPHCTaHHSA PECYPCOEMHUX MEpeX MOBTOPHOI imeHTH(IKaIi1
(RelD), € moUiNBHOO IS MPAKTHYHUX CHCTEM PEANTBHOTO 4acy, 30KpeMa B 3aJadaxX TPaHCIIOPTHOTO MOHITOPHHTY,
BiZICOCTIOCTEPEIKEHHS Ta MOOITEHOI POOOTOTEXHIKH.

OorJisig JITEPATYPHUX KEPEJI

CyuacHi ninxomu 10 BOT knacudikyroTbcsi Ha TpU OCHOBHI KaTeropii: TpeKiHr Ha OCHOBI AeTekii (tracking-
by-detection) [4], ciinbHa aeTekuis Ta TpekiHr (joint detection and tracking) [7] Ta MeToau Ha ocHOBI TpaHchopmepiB
[8].

Kiracuunuii Meton SORT [4] cTaB 0OCHOBOIO JUIs GLIIBIIOCTI HACTYITHUX PO3POOOK, BUKOPUCTOBYIOUH (IIBTP
Kanmana ta yropcekuii anroputm mist acouianii 06’extiB. DeepSORT [9] ynockoHamuB 1ieli miaxin 3a JOMoMOroro
TMOOKKX 03HAK MOBTOpHOI imeHTHdikamii (RelD), mo cyrTeBo moxpammiao oOpoOKy OKITO3ii, MPOTE MiIBUIIHIO
00YHCITIOBAIFHY BapTICTh.

¥ 2020 poui FairMOT [10] mpoxeMoHCTpyBaB €(peKTHBHICTE CIIITFHOTO HaBYAHHS IETEKTOpa Ta TpeKepa,
00’eTHABINN 1X Y €IWHY HEHPOHHY apxXiTekTypy. [lomanbmmii po3sutok orpuMaB y ByteTrack [11], skuit 3aiiicHIOE
acoIiaIliio HaBiTh HU3BKOTIOPOTOBUX ETEKIii, 1m0 aajo 3mory mocsarta 80.3% MOTA wa MOT17 ta monan 100 FPS
Ha GPU, 3poOuBy ioro ne-(akTto HOBUM CTaHIAPTOM.

Eromroriiini BnockonaneHus, Taki sk OC-SORT [12] i BoT-SORT [13], 3MicTHIH aKIICHT Ha IiABUIICHHS
crabinpHOCTI TpaekTopiii: OC-SORT 3acTocoBye cnocTepekeHHS-IIEHTPUYHY (observation-centric) acoriamito Ta
BipTyalsibHi TpaekTopii, nocsraroun 63.2% HOTA wa MOT17, a BoT-SORT iHTerpye KOMIEHCAII0 pyXy KaMepH Ta
RelD-o3naxy, miasumntytoun IDF1 go 80.5% npu mBuakocti ~40 FPS.

[MapanenbHO PO3BUBAETHCS HAIPSM METOJIB Ha OCHOBI TpaHC(HOPMEPIB, sSKi BUKOPUCTOBYIOTh MEXaHi3M
yBard IIst OTHOYACHOTO MOJICTIOBAHHS NeTeKii i Tpekinry. 3okpema, MOTR [14] ta TrackFormer [15] iHTerpytoTsh
MPOCTOPOBO-YACOBI 3B’A3KH MK 00’ €KTaMH, IO TTiABHUIIYE aJanTUBHICTH J0 3MiH MacmTaly Ta pyxy. BomHo9ac ixHi
0oOMe)keHHS — KBaJpaTHIHa CKIAIHICTh OOYUCIICHD 1 Hu3bka MBHIAKICTE (15-20 FPS), mo yckiagHioe 3acTocyBaHHS
Ha edge-npuctposix. Panniit meton TransTrack [16] € omauM i3 mepmmux NpUKIaniB e(EeKTHBHOTO BHKOPHUCTAHHS
TpaHc(hOpMeEpiB A TPEKIHTY, IOEAHYIOUH NETEKII] PI3HUX KaApiB y CIUIEHOMY IIPOCTOPi yBary.

OTxe, aHAII3 JITEPaTypH CBiTYNTH, IO ITOTPHU 3HAYHI JOCSATHEHHS Y IiABUIICHHI TOYHOCTI Ta MIBHUIKOMIL
(ByteTrack, OC-SORT, BoT-SORT), npobnema 3abe3rneueHHs: CTaOlIbHOTO TPEKIHTIY 0€3 BUKOPUCTaHHS IITHOOKHX
RelD-mopneneit y ckiagHUX AMHAMIYHUX CLEHaX 3alMINAEThCs Bifkpuroro. lle GopMye OCHOBY Ui MOAANBIINX
JIOCJIIJDKEHb y HaMpsiMi CTBOPEHHsI TIOPUIHHUX aJrOPUTMIB 0araToo0’€KTHOTO TPEKIHTY, OPIEHTOBAaHUX Ha peaslbHUN
4ac 1 poOOTy Ha MPUCTPOSIX 3 OOMEKEHUMH PECYypPCaMH.

®OPMYJIOBAHHS IIJIEA CTATTI
Mertoro poboTH € po3po0Ka Ta eKCIIepUMEHTaJIbHA NePEeBipKa YI0CKOHAIEHOTO MEeTOly 06araToo0’€KTHOTO
Tpekiary Ha ocHoBi ByteTrack i3 mokpameHor 00poOKOIO OKIIO3iH, SIKHi 3a0e3nedye MiJABHIICHHS TOYHOCTI
BiZICTE’)KEHHS 00’€KTIB y IMHAMIYHUX CLICHAX 32 MiHIMaJIbHOI BTPATH IIBUIKO/IT B CHCTEMAaX PEabHOTo Yacy.

BUKJIAJL OCHOBHOI'O MATEPIAJTY

Braxatumemo, o D; = dq,d,,...,dy — MHOXHHA AETEKIiN y Kamapi t, ne koxkHa netekiis d; = (b, ;)
CKJIQ/IAETHC 3:

o6MexyBanbHOro TpAMOKyTHHKA b; = [x,yi, x5, vi], ne (xi, ¥, ta (xi,yl) — xoopmumatu niBoro
BEPXHBOT'O Ta MPABOTO HIKHBOTO KYTIB.

ouinku fnoBipu s; € [0,1]) orpumana Bin nerekropa (Hampuknaa, YOLOX sk y metoni ByteTrack).

Taxox MaeMo MHOXHMHY aKTHBHHX TpeKiB Ty = Ty,Ty,..., Ty, Y AKiH KOXKHUH TPEK T; XapaKTEPU3YEThCA
cranoM QinbTpa Kanmana x; = [Cy, ¢y, @, h, Uy, V), Vg, v]7, ne (cy, Cy) — KOOpIMHATH LEHTPY NPAMOKYTHHKA; 4 =
w/h — CHiBBiHONIEHHS MPUHHU JI0 BUCOTH (aspect ratio); h — BUCOTA NIPSAMOKYTHUKA; (Vy, Vy, Vg, V) — MBUAKOCTI
BiJITIOBIJTHUX MapaMeTpiB.

3agaya BOT nounsirae y 3Haxo pKkeHH1 Binoopakenns ¢: D, — T, U {(D}, e kokHa neTekuis d; acoLiloeThes
MakCHUMyM 3 OtHUM TpekoM T; € T; abo Bimxunserses ¢ (d;) =@. Koxen Tpek T; acOUir0eTbCs MAKCUMYM 3 OJIHI€I0
JeTeK1ieto abo 3anumaerhes 06e3 acomiaii (okiro3ist). [Ipu oMy notpidHO MiHIMI3yBaTH QyHKLIIO BTpaT:
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L= Z{W=1 Z?]=1 Cij * 1[¢p(d) = Tj] + App - FP + Apy - FN + Ajps - IDs, (1]

Jie ¢;j — BapTiCTh acomianii Mix jeTekiuiero d; Ta TpeKOM T;, Bu3HavaeThes Ak ¢;; = 1 — loU (b, bjtm”k), e

FP — KibKicTh XMOHOTIO3UTUBHUX JIETEKIIIH (acoiioBanux i3 HeicHYIOUUMHU 00’ €KTaMu);
FN — kinbkicTs nponyieHux 00’ ekTiB (TpekiB 6e3 acoriaii);
IDs — KiJIbKiCTh NTEpEMHUKaHb 1IEHTHYHOCTEH (KO TPEK aCOLIIOETHCS 3 THIIMM 00 €KTOM);
Arp, Ay, A;ps — BaroBi KoegiIlieHTH, HANAIITOBAHI EMITIPUIHO.
Buxoanmo 3 Toro, o OHOBJICHHS TPEKIB 3IIHCHIOETHCS 32 TAKMMH €TallaMH:

t+1

[epenbauennst: x;" = F xjt + w;, ne F — matpuns nepexony ¢insrpa Kanmana, w, ~ N(0, Q).

Ha erarmi acorriartii BHKOPUCTOBYETHCS YTOPCHKUI AITOPUTM JJIsSE MiHIMI3aIli ), ¢ - 1 (dy) = 75].

OmoByeHns: AKIO ¢(d;) = T;, CTaH X; OHOBIIIOETBCA 32 b; iHAKILE TPEK BBAKAECTHCS BTPAIEHUM.

Ininjanizaiis Ta BMAAJEHHS: HOBI TPEKH CTBOPIOIOTBCA WIS S; = Op;gp. Tpekd BHAANAIOTHCA AKIIO HE
ACOMIOIOTECS IPOTATOM Ty, KAIPIB.

Jns migBWINEHHS TOYHOCTI IHImiamizamii TpeKiB y MIUIPHUX CIHEHAaX MNpPONOHYeThbcss MexaHizm loU-
suppression, aIanTOBaHUI i3 BIIOMOTO B Tay3i KOMITIOTEpPHOTO 30py miaxoxy Non-Maximum Suppression (NMS).
VY 3amadax BusiBieHHs 00’ekTiB NMS BHKOPUCTOBYETHCS JUIS BUAAICHHS HA/UIMIIKOBUX OOMEXYBaJIbHUX
NPSIMOKYTHUKIB, 1110 BiZINIOBIIAIOTH OHOMY 00’ €KTY, IISIXOM MOPIBHSHHS IXHBOTO MEPEKPUTTS 32 MeTpukoto loU.

VY KOHTEKCTi 0aratoo6’exktHOro Tpekinry loU-suppression 3aCTOCOBYEThCS Ha eTami iHilianizamii HOBUX
TpeKiB, MO0 3amoOIrTH CTBOPEHHIO AYOJIKATiB, KOJMHM KUTbKAa NETEKIiHd i3 BHCOKOIO OINHKOK JOBIpH S; = Bhigh
BiNOBINatOTh OHOMY 00’€KkTy. HOBHIT Tpek st meTekii d; CTBOPIOETHCS 32 YMOBH:

Init(d;) & {s; = Opign} A {maxjer,JoU (by, b/ ) < Oy} (2]

ne T, — MHOKHHA aKTUBHUX TPEKIB,
MPUIYIICHHS HA UTAIIIKOBUX TPEKIB.

Ieit MexaHi3M 0cO0IMBO €PEKTHBHUN Y IIUIBHUX CICHAX, TAKUX 5K BIICOCIIOCTEPEIKCHHsI HATOBITY, JI€
JIETEKTOP MOXE T'eHepyBaTH KilbKa AETEKIil /s OJHOro 00’ekra uepe3 IyM abo 4acTkoBe mepekputts. loU-
suppression Mo)e 3MEHIIUTH KUTbKICTh XHOHOTIO3UTUBHHX JETEKINH Ta MepeMUKaHb 1ICHTHIHOCTEH.

JloAaTKOBO 3aCTOCYEMO MEXaHi3M 3aXHCTy BTpaueHUX TPEKiB. J[Jis bOTo Uik KOKHOTO TPEKY OKPiM CTaHy
dinbTpa Kanmana mpomonyetbes jogatu cratyc okmosii t’“ € {True, False} Ta mniuuIbHHMK Yacy OCTaHHbOI

track & :
b; — TlependaveHni MPSIMOKYTHHK TPEKY T, @ 8y — mopir loU miist

acouiauii t/***. Tozi Tpex Oye BUAANATHCS AKILO:
Remove (1)) & (t — /%" > Tpge) A (= /%" > Tprprece).- [3]

BukopucTaHHsI MeXaHi3My 3aXUCTY BTPaYeHUX TPEKIB TO3BOJIUTH 30€piraTi TPEKH IIiJ 4aC KOPOTKOUACHUX
OKJTI031H, 3MEHIIYIOUH KUTBKICTh TIEPEMHUKaHb 1IEHTUYHOCTEH Y CLIEHaX 3 YACTKOBHMH MEPEKPUTTIAM 00 EKTIB.

Oxpim 1poro, BapTicTh acomianii ¢;; 3amicTh crangaprtHoro IOU Gynemo BusHauatu uepes Distance loU
(DIoU) [17]:

Cij = 1—DIoU (b, b];rack) <1 - bgss0cs (4]
Qz(cl_'cgrack)

DIoU (b;, bjtrack) = IoU(b;, bjtrack) -t [5]

2¢.. track

e % — EBKJIIJIOBAa BiJICTaHh MDK [EHTPaMH MNPSIMOKYTHHKIB, C — JiarOHaJb HAWHMEHIIOTO
MIPSMOKYTHHUKA, IO X OXOIUTIOE, Oy, — TOPIT IS acormiaiii.

3acrocyBannsa DIoU no3Bonse BpaxyBaTH HE JIUIIE NEPEKPHUTTS, a W BIICTaHb MiX IIEHTPAMH, III0 MOXKE
MOKPALIUTH aCOL{allil0 MPH MajoMy YM HYJIbOBOMY INepekpHtTi. lle Moke 3MEHIINTH KUIBbKICTh NMOMHIIKOBHX
acolriamiit i nepeMUKaHb 1IEHTHYHOCTEH, 0COOINBO 1S 00'€KTIB, IO IIBUIKO PYXAIOTHCS.

[IpoBeneHHs eKclepHMMEHTIB Ta TOPIBHSIHHSA €(EeKTHBHOCTI. 3alporoHOBaHI BIOCKOHAJIEHHS 0a30BOT0O
merony ByteTrack — IoU-suppression, MexaHi3M 3axucTy BTpadeHHMX TpekiB Ta BukopucraHus DIoU — Oyio
EKCIIEpUMEHTANIFHO TEpEeBipeHo Ha BajijganiifHii yactuHi 6enumapky MOT17 i3 3actocyBanusam mozeni YOLOX-
Tiny. Baniganiiiauit migaadip MOT17 [18] micTuTh 7 BicONMOCTIIOBHOCTEH 3arabHIUM 00csaroM 2652 kaapu Ta 53
890 00’€KTiB, 10 OXOIUTIOIOTH PI3HOMAHITHI YMOBH CIIOCTEPEKEHHS, 30KpeMa 3MiHHY OCBITJICHICTh, YACTKOB1 OKITFO3ii
Ta Bapianii macmtady. MOT17 € 3aralbHONPUHHSATAM €TAJIOHOM ISl OI[IHIOBaHHS 0aratoo0’€KTHOTO TPEKiHTY, IO
3abe3neuye HeynepepKeHe TOPiBHAHHS pe3yabTaTiB MidK PI3HUMH T AX0IaMH.

EkcriepuMeHTH BUKOHYBAIUCS 3 BUKOPUCTAHHSIM JierkoBaroBoi mojeni YOLOX-Tiny (~5 miH mapameTpiB),
ToTiepeIHHO HaBUYCHOT Ha TpeHyBabHil yacTuHi MOT17. Ha BiamiHy Big OLIBIIOCTI JOCHTIKEHb, 1€ 3aCTOCOBYETHCS
noryxHima moaens YOLOX-X, Bubip YOLOX-Tiny 3yMOBiIeHHH NPaKTHYHUMH BUMOTaMH1 CHCTEM PEAJIBHOTO Yacy.
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Taxuit Bubip BiAmoBizae mMeTi poOOTH — CTBOPEHHIO METOMY, 3JaTHOTO 3a0€3MEeUNTH BUCOKY TOUYHICTh TPEKIHTY 3a
30epeKeHHs] 00YHCITIOBATIBHOT €()EKTUBHOCTI.

J11s1 oLiHIOBaHHS SIKOCTI METOJly BUKOPUCTOBYBaIIMCH cTanaaptHi merpuku BOT [18]:

- FP (False Positive): xubHi nereknii, ToOTO AeTeKMLii/TpaeKToOpii Ha BUXO1 TpeKepa, SKi He BiJIIOBIIAIOTH
oaHOMY 00'ekTy B ground truth;

- FN (False Negative): 00'extu B ground truth, siki Tpekep npormnycTiB abo HepaBUIEHO 0OPOOHB;

- IDs (ID switches): KiTbKICTh IEpEMUKaHb 1IEHTUYHOCTEH;

- MOTA (Multi-Object Tracking Accuracy): OCHOBHa METpHKa TOYHOCTI 0araTo00'eKTHOTO TPEKIHTY, SKa
inTerpoBaHo BpaxoBye nommiku: FN, FP Ta IDs:

MOTA = 1 — 2t FNetFPetiDsy [6]
Zt GTL'
ne GT — zaranpHa KiTBbKICTh 00'exTiB ground truth y xampi;

t — iHAEKC Kaapy;
- IDF1 (ID F1 score): rapMOHIYHE CepeIHE MiXK TOYHICTIO Ta IIOBHOTOIO 30epeKEeHHS iIEHTHIHOCTI 00'€KTIB

MPOTSTOM yCi€l TPaeKTOpii, BpaXoBye SK KiIbKiCTh mpaBmwibHUX ID acomiariii, Tak 1 KinbkicTs IDs.

- FPS (Frames Per Second): mBuakicts 00pooku Ha GPU (NVIDIA GTX 1080).

JoCiUKEHHS TPOBOIMIIMCS TPU TakuxX mapameTpax O, = 0.65, Opigp = 0.6,Tprotect = 25, Tinax = 30,
Oussoc = 0.9. lnma YOLOX-Tiny BHKOPUCTOBYBaBCS BXiTHHEA po3Mmip 300paxkeHHs 608x1088. Pesympratu
aOJALIHHKUX AOCIIIKEHB, SIKi IEMOHCTPYIOTh IHKpEMEHTaIbHUI BHECOK KOXKHOTO MOJTYJIsl, HaBeIeHO B Tabmumi 1.

Ta6mums 1.
AOlasuiiini qocaimkenas meroay Ha MOT-17-val gas mogeai YOLOX-Tiny
Metonu Mony.ii Kpurepii
ToU- 3axucr ToU- 3axucr IoU- 3axuct
supression BTpPaYeHHX supression BTPaYeHHX supression BTPaYeHHX
TpeKiB TpekiB TpeKiB
ByteTrack - - ByteTrack - - ByteTrack - - ByteTrack
(6azoBwmii) (6azoBwmii) (6a3oBwmii) (6a3oBwmii)
1 + - 1 + - 1 + - 1
2 + + 2 + + 2 + + 2
3 3 + + 3

3rigno tabmumi 1 komoiHalist 3 DIoU memoncTpye Haiikparii pesyabratu: MOTA 78.0% (+0.5%), IDF1
77.7% (+1.9%), 3menmienns IDs Ha 19, FP na 258, npu 36inbimenni FN Ha oqunuMIio mopiBHsAHO 3 6a308uM ByteTrack
(MOTA 77.5%, IDF1 75.8%, IDs 210, FP 2240, FN 9687).

Bukopucranns loU-suppression moayss niguinye MOTA (+0.3%) ta IDF1 (+1.8%), 3amxyroun FP (-181)
ta IDs (-9), ane He BrumBae Ha FN. JlomaBaHHs MOIYITIO 3aXHCTY BTpaueHHUX TPEKiB 3a0e3rmedye HalOIbIe 3HIDKEHHS
IDs (-21) Ta 3pocranns IDF1 (+2.5%), mo Bka3ye Ha eQeKTUBHICTH 00poOKH oKir03ii, anne MOTA 3HmXKy€eThCs Ha
0.1%. Jonatkose Bukopuctanus DIoU ontumisye Bci meTpuk, 30kpema FP (-258) ta MOTA (+0.5%), 36epiratoun
BUCOKY IIBHAKicTh (>29 FPS) npu po3mipi kaapy 608x1088.

VYei moaudikanii BiAMOBiIalOTh BUMOraM peaibHOro yacy, a BapiaT i3 DIoU e HailinmepcrekTHBHIIIMM
3aBIAKH OaJaHCy MiX TOYHICTIO, CTIMKICTIO O OKJIFO3iH Ta 00YHCITIOBAIEHOIO €(eKTHBHICTIO.

JlocmipkeHHST BIUIMBY THIy CLEHH Ha Pe3yJabTaT TPEKiHry A Haikpammoi komb6inamii momymiB (IoU-
supression + 3axuct BTpadeHux TpekiB + DIoU) HaBeaeHo y tabmuiti 2.

TaGmuns 2.
HocaimkeHHss MeToay 1Jis1 pisHux Tunis cuedd Ha MOT-17-val nas mogesni YOLOX-Tiny
Tun cuenn Hocxinosnoeri | MOTA,% | MOTA,% | AnpotA IDF1, % IDF1,% AIDF1
ByteTrack MeToq 3 ByteTrack MeTo 3
DIoU DIoU
Bucoka MOT17-02, 09 64.3 64.7 +0.4 61.1 65.1 +4.0
IIIBHICTE
JoBri oxJro3ii MOT17-04 91.1 91.6 +0.5 87.0 88.4 +14
Pyxoma MOT17-05, 10, 13 72.7 73.6 +0.9 72.9 74.2 +1.3
Kamepa
Husbke MOT17-11 76.7 76.7 +0.0 72.9 77.3 +4.4
OCBITJICHHS
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3anpornonoBannii Merox BOT, mpotecroBanmii Ha Habopi MOT17-val i3 merexropom YOLOX-Tiny,
JIEMOHCTPYE CcTalOiIbHE TOKpAIeHHS METPHK y pizHuX creHapisx: MOTA 3pocna Ha 0.4% y ciieHaX BHCOKOL
migpHOCTI (3 64.3% 10 64.7%), Ha 0.5% npu noBrux okmo3isax (3 91.1% no 91.6%) i Ha 0.9% npu pyxomiit kamepi
(3 72.7% no 73.6%), 3aNUIIUBIIUCH HE3MIHHOIO B yMOBaX HU3BKOTO OCBiTIIeHHS (76.7%). 3nauHe 3poctanns IDF1 na
1.3-4.4% y Bcix THnax cueH, 3okpema Ha 4.0% npu BUcoKiit mineHOCTI (3 61.1% 10 65.1%) 1 4.4% 1pH HU3BKOMY
oceitienHi (3 72.9% no 77.3%), niatBepmxye edekruBHicTh DIoU, IoU-suppression Ta MeXxaHi3MiB 3aXUCTY TPEKiB
y 3MCHIIEHHI INepeMuKaHb igeHTuyHocteil. Heaminnicte MOTA B yMmMoBax HU3BKOTO OCBITJIIEHHS BKa3ye Ha
oomesxxenHs YOLOX-Tiny, mo notpedye MOTYXHIIIOTo eTekTopa. MeTtos 3abe3nedye HaliifHy OCHOBY JUIS TPEKIHTY
B peallbHOMY 4aci B CKIIQIHUX YMOBaX, TAaKWX SIK BUCOKA IIIJIbHICTH 00’€KTIB, TOBTi OKIO3il Ta AMHAMIYHI CIICHH, 3
MOTEHITIaJIOM JJISl TOAAJBIIOTO BIOCKOHAJCHHSA IIIIXOM IHTErpamii 3 MOTYXHIIMUMH IeTektopamu abo RelD-
MOJIYJISIMH.

BHUCHOBKH 3 JAHOI'O JOCJIIKEHHSA
I NEPCHEKTUBU MOJAJIBIINUX PO3BIAOK ¥ JAHOMY HAIIPSMI

VY poGoTi IpencTaBiIeHo yIOCKOHAIEHHH MeToJ| 6aratoo0’€KTHOTO TPEKIHTy, IO NOoeNHYe €()eKTHBHICTD
anroputMy ByteTrack i3 MmexanizmamMu 0OpOOKH OKJIFO31# ISl TiABUIIEHHS CTA0UIBHOCTI Ta TOYHOCTI BiICTEIKEHHSI.
3anpononoBane BHKopucTaHHsi loU-suppression 3MeHIIye KijgbKicTh XHOHMX ieHTH(]IKalill y IIBHUX CIEHaX,
MeXaHi3M 3aXUCTy BTPaueHUX TPEKIB ITiABUIIYE CTIHKICTh CHCTEMH 10 KOPOTKOYACHUX MEPEKPUTTIB, a 3aCTOCYBAHHS
MeTpuku Distance IoU nokpaiirye acorrianiro 00’€KTiB IpH YaCTKOBOMY a00 BiJICYTHhOMY IMEPEKPHUTTI.

ExcnepumenranpHi pesymsTatn Ha Habopi MOTI17 i3 BukopuctanHsM YOLOX-Tiny migTBepawn
e(eKTHUBHICTh 3ampornoHoBaHOro miaxony: MeTpmka MOTA mimummmacs mo 78.0%, KITBKICTh TEepEeMHUKAaHB
imeHTHYHOCTeH 3MeHmIach Ha 32%, mpu [bOMY MIBHAKICTE 0OpPOOKM 3aiWIIMiIach Ha PiBHI MOoHAD 29 KaapiB 3a
CEeKYHIY, 10 BiIIOBia€ BUMOTaM CHCTEM PEasIbHOTO Yacy.

Po3pobnennit Meron 3abe3medye HafiifHE BiICTe)KEHHS 00’€KTiB 0e3 BHUKOPHCTAHHS PECypCOMICTKHX
MoJieJiell TIOBTOPHOI ieHTHdiKamii i Moke OyTH 3aCTOCOBAaHMH Yy CHCTEMax BiJIEOCIIOCTEPEKEHHS, TPAHCIIOPTHOTO
MOHITOPUHTY Ta MOO1UIbHOT poboToTexHiku. [Toganpun gOCHiKEHHs JOLUIBHO CIpsSMYyBaTH Ha iHTerpauito RelD-
MOJyYNIB JUIS TWiJBUIIEHHS TOYHOCTI B yMOBaxX TPHUBAJIMX OKIIO3iH, a TakoX Ha aJanTalliio MeTomay JUIs
OaraTokaMepHHX CHCTEM 1 IIaThopM i3 pyXOMHMH CEHCOpPaMHU.
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