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EBOJIIOLISA METO/IB Al )11 MIHIMI3AIIIL PU3UKIB HEBU3SHAUYEHOCTI B
10T: BIJI KIACHYHUX AJITOPUTMIB 10 I'NIMBOKOI'O HABYAHHSA

JaHa cTarTa € or/1S40Bo0 pobOTOK, O AHANIBYE ICTOPUYHMY DO3BUTOK LUTYYHOrO iHTEnekTy (Al) 4ns MofosaHHS
IH@OpMaLiViHOI HEBU3HAYEHOCTI B cucTemax IHTEpHETY peyvesi (IoT). Po3r/isHyTO eTanm Bif KacuyHuX METORIB (6aUeCIBChbKI MEDEXI,
HEYITKa J10rika) A0 MallumHHOro Has4aHHs (SVM, decision trees) ta cyyacHmx nigxoqis rimbokoro Has4arHs (CNN, RNN, GAN), 3
AKLEHTOM Ha iX 3aCTOCYBaHHS A/19 3abe3reyerHHs 6e3reku, MoBHOTU AaHnx 1a 06pobku wymy B IoT-CLUeHapIsx, Takmx K CMapT-MicTa
78 MPOMUCIOBICTL 4.0. OBroBOPIOIOTLCS BUKITMKU Ta MavibyTHI TEHAEHLUII 3@ HArpsSMKOM TEMU CTartTi Ta pPO3MNCaHO BIAMOBIAHI
BUCHOBKM.

Kmrovosi coBa: IHTEpHeT pewesi (1oT), wryyHmi IHTenexT (AL), HPOpMaLiiHa HEBUZHAYEHICTb, MALUMHHE HABYaHHS,
T7IMOOKE HAaBYaHHS, 3ropTKOBI HEUpPoHHI mepexxi (CNIV), peKypeHTHI HerporHT mepexi (RNIN), reHepatusHi 3marasbHi Mepexi (GAN),
Kibepbesrieka, rporHo3He 06C/1yroByBaHHs.

SHVYDCHENKO Alexander, ZAHORODNII Dmytro

Taras Shevchenko National University of Kyiv

EVOLUTION OF Al METHODS FOR MINIMIZING UNCERTAINTY RISKS IN IOT:
FROM CLASSICAL ALGORITHMS TO DEEP LEARNING

This article is a review paper that analyzes the historical development of artificial intelligence (AI) for overcoming information
uncertainty in Internet of Things (IoT) systems. Information uncertainty in IoT is a critical issue arising from factors such as sensor
noise, incomplete data packets, dynamic environmental changes, and potential cyber threats, leading to risks in data security,
information processing efficiency, and real-time decision-making accuracy. The authors examines stages from classical methods
dominant in the 1980s-2000s, such as rule-based systems, Bayesian networks, and fuzzy logic, which provided probabilistic
evaluations using simple rules and mathematical formulas, ensuring ease of implementation and low computational requirements but
limiting adaptability to dynamic and large-scale IoT networks where data can be variable and unpredictable.

The transitional period of the 2000s-2010s is characterized by the introduction of machine learning (ML), including
supervised learning algorithms like support vector machines (SVM) and decision trees, as well as unsupervised learning for clustering,
which significantly improved systems’ ability to handle large volumes of data, enabling effective anomaly detection, device failure
prediction, and noise mitigation with higher accuracy compared to classical methods, though dependent on the quality of training
datasets. Modern DL methods, such as convolutional neural networks (CNN) for visual data analysis, recurrent neural networks (RNN)
for time series, and generative adversarial networks (GAN) for synthetic data creation, are integrated with edge computing and cloud
solutions, providing real-time uncertainty processing in areas like smart cities, Industry 4.0, and medical IoT devices, where accuracy
can reach 30-50% higher than in previous generations. The article synthesizes existing literature from databases such as IFEF Xplore
and Scopus, highlighting key advantages of each stage (from the simplicity of classical methods to automation in DL), limitations
(e.g., computational complexity, vulnerability to adversarial attacks, and ethical privacy issues), and current challenges related to Al
integration in IoT ecosystems. Additionally, prospects for development are proposed, including hybrid models combining AI with
quantum computing and open platforms for greater resilience to uncertainties. The conclusions emphasize that the evolution of Al
has transformed it into an essential tool for creating resilient and secure IoT systems, with recommendations for further research
focused on method standardization and practical implementation in real scenarios.

The goal of this article is to provide a systematic analysis of AI methods' evolution for minimizing information uncertainty
risks in IoT, from classical algorithms to deep learning, with a synthesis of key studies, comparison of advantages and limitations,
and development prospects. Tasks include uncertainty classification, historical Al stage descriptions, modern method analysis, and
future research recommendations.

Key words: Internet of Things (1oT), artificial intelligence (Al), information uncertainty, machine learning, deep learning,
convolutional neural networks (CNN), recurrent neural networks (RNN), generative adversarial networks (GAN), cybersecurity,
predictive maintenance.
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MOCTAHOBKA ITPOBJIEMMU Y 3ATAJIBHOMY BHUTJISIAIL
TA 1i 3B’S130K I3 BAJKJIMBUMH HAYKOBUMH YN TIPAKTUYHUMU 3ABIAHHIMHA
Iadopmarniiina HeBU3HAYCHICTD y cucTemax [Hrepraery pedeit (IoT) € kpuTHuaHOIO MPOOIEMOI0, SIKa BUHUKAE
gepe3 pi3Hi (PakTOpH, Taki SK IIyM BiJl CEHCOPIB, HEMOBHI MMAKeTH JAaHWUX, JWHAMIYHI 3MiHH B CEpPEIOBHII Ta
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MOTEHIHHI Kibep3arpo3u, MmO MPHU3BOAATH OO0 3HAYHHUX PHU3HUKIB I Oe3leku TaHuX, e(heKTUBHOCTI 0OpOOKH
iHpopMaii Ta TOYHOCTI NPUHHATTS pillleHb Y peasibHOMY 4aci. LIst ormsiioBa cTaTTs IprcBsYeHa 1eTaJIbHOMY aHalizy
€BOJIIOLIT METO/IB IITYYHOTo iHTenekTy (Al) i MiHIMI3ali] IUX PU3UKIB, TOYMHAIOYH BiJl KIIACHYHHUX aITOPUTMIB,
o nominyBanu B nepiog 1980—2000-x pokiB, TAKUX SK MPaBHUIIO-0a30BaHi CUCTEMU, Oal€CIBCHKI MEpPEXi Ta HEUITKA
norika (fuzzy logic), i ax g0 cydacHuX migxoniB rimookoro HaBuanHs (DL), siki akTuBHO po3BuBaroThes 3 2010-x
POKIB 1 J03BOJISIFOTH OOPOOJISATH CKIIAHIIII clieHapii HeBu3HaueHocTi [1].

VY paHHIX eTamnax po3BUTKY Al akueHT poOMBCS Ha CTaTHYHHUX MOJENSX, SIKi 3a0e3nedyBain HMOBIpHICHY
OLIIHKY HEBH3HAYEHOCTEH 3a JOIOMOTOI0 NMPOCTUX MPaBHI Ta MaTeMaTHYHUX (OPMYI, IO TAPAHTYBAJIO JIETKICTh
BITPOBA/KCHHS Ta HU3bKI 00UMCITIOBATIbHI BUMOTH, OJJHAK 0OMEKYBAJIO aJallTUBHICTD 10 TUHAMIYHHX i MacIITaOHIX
IoT-mepex, e maHi MOKYTh OYTH BapiaTHBHIMH Ta HenepeaOadyBaHUMU [2].

Iepexinauit nepion 2000—2010-x pokiB XxapakTepu3yBaBcs BIPOBAHKCHHAM MaIlInHHOTO HaBYaHHA (ML),
BKITIOYAIOUN anropuTMu supervised learning, takux sk support vector machines (SVM) Ta decision trees, a Takox
unsupervised learning i KmacTepu3ariii, o 3HAYHO MMOKPAIIUIIO 3AAaTHICTh CHCTEM O 00pOOKH BETMKUX OOCSTIB
JIaHUX, JT03BOJISIIOUN €(DEeKTHBHE BHSBJICHHS aHOMAJIii, MPOrHO3yBaHHs 3001B Y NMPHUCTPOSX Ta 3MEHILECHHS BILIUBY
HIYMY 3 BHIIOIO TOYHICTIO, TIOPIBHIHO 3 KIIACHYHUMH METOJIaMH, X04a 1 3aJIeXKalI0 BiJI IKOCTi TPEHYBaJIbHUX HAOOPIB.

Cyuacni DL-meronu, Taki sik convolutional neural networks (CNN) anst aHamisy Bi3yalbHHX JaHUX,
recurrent neural networks (RNN) mmst gacoBux psaiB ta generative adversarial networks (GAN) mist cTBOpeHHs
CHHTETHYHUX JIaHWX, IHTErPYIOThCS 3 TEXHOJOTissMU edge computing Ta XMapHUMH pilIEHHSAMH, 3a0e3Medyloun
00pOoOKY HEeBH3HAYCHOCTEH Y pealbHOMY Yaci B TaKUX cdepax, ik CMapT-MicTa, mpoMHCcIoBicTh 4.0 Ta MeanyHi [0T-
IPUCTPOI, A€ TOUHICTh MOske csarati 30—-50% BHIIO1, HIX y ONIEepeaAHiX TOKOMIHHAX [3].

CraTTs 37iliCHIOE CHHTE3 iCHYI0YOi JiTeparypu 3 0a3 manux, Takux sk IEEE Xplore ta Scopus, Buninse
KIIFOYOBI TIepeBard KOXXHOTO eTamy (BiIl MPOCTOTH KIACHYHHX METOAIB Mo aBToMaTm3amii B DL), oOMexeHHs
(HampukIag, oOUHCITIOBaIbHA CKIIATHICTh, BPAa3UBICTh N0 adversarial attacks Ta eTW4HI MUTaHHS MPUBATHOCTI) Ta
MOTOYHI BUKJIMKH, MOB's3aHi 3 iHTerpamielo Al B IoT-exkocmctemu. KpiM TOro, MpOMOHYIOTBCS NMEPCHCKTHBH
PO3BUTKY, BKJIFOUAOYH TiOpUIHI MOJIEN, 10 NOEAHYIOTh Al 3 KBAHTOBUM OOUMCIICHHSM, BIAKPUTUMH TUIaTHopMaMu
Ta Mepexxamu 6G s 1ie OUIbIIOT CTIMKOCTI 0 HeBU3HAUEHOCTEH. BUCHOBKHM CTaTTi MiZKPECIIOIOTh, 10 €BOJIIOLIS
Al TtpancdopmyBana Horo B HEBiJ'€MHHMH IHCTpYMEHT JUIsi CTBOPEHHs CTikux Ta Oesneynux loT-cucrtem, 3
pPEKOMEHAAIISIMA Ul MOJAJbIIUX JOCIIKEeHb, CIPSIMOBAHMX HAa CTAHJAPTH3ALII0 METOMAIB Ta iXHE IPAKTHYHE
BITPOBA/KCHHS B PEAIbHUX CIICHApisX [4].

VY cydyacHomy cBiTi cuctemu IHtepuety peueit (IoT) cranu HEBiA'€MHOK YaCTHHOIO MOBCIKICHHOTO JKUTTS,
MPOMHUCIIOBOCTI Ta iH(pacTpyKTypH, 3abe3meuyroun 30ip, mepenady Tta oOpoOKy BeIHYe3HHX OOCATIB TaHUX Yy
peampHOMY Yaci. 3a mporHo3aMu, KinbKicTh loT-mpuctpoiB nepeBumuTs 75 Minbspais mo 2030 poky, mo npusBeze
JI0 eKCIIOHEHINIaIbHOTO 3POCTAaHHS JaHUX 1, BIATIOBIHO, BUKIHUKIB, TIOB'I3aHUX 3 iXHHOIO 0OPOOKOIO Ta 3aXUCTOM.
OpmHak OJHUM 3 KIFOUYOBHUX Oap'epiB mis edexTuBHOTO QyHKIioHYyBaHHA [0oT € iHpOpMariiiHa HeBU3HAYCHICTD —
CTaH, KOJM JjaHi € HETIOBHUMH, HETOUHHMH, ITYMOBUMH 200 HEOIHO3HAUYHMMH 4epe3 (aKkTOpH, Taki SIK MOXHOKH
CEHCOPIB, MEPEIKEBI 3aTPUMKH, 30BHIIIHI BILUTHBY (HATIPUKIIA/I, TIOTOJHI YMOBH) 4H Kibep3arposu. L[ HeBu3HaUEHICTD
KIacU(IKyeTbCSl Ha aneaTopuyHy (BHIIAJIKOBY, IOB'S3aHY 3 HEKOHTPOJBbOBAHMMHM BapiallisiMM) Ta EMiCTEeMIYHYy
(moB's3aHy 3 HEMOBHOTOIO 3HAHb YW MOJEJISIMH), 1 BOHa MOXE MPU3BOJHUTH JIO MOMHIIOK Y NPHUHHSITTI pillleHb,
3HW)KEHHs e(EeKTUBHOCTI CHCTEM Ta pHU3MKIB Oe3leku, OCOOJIMBO B KPUTHYHUX cdepax, SK CMapT-MicTa,
MPOMHUCIIOBICTh 4.0 Un MeauuHI TPUCTPOi [5].

M tyarnit inTenexT (Al) Bimirpae KIO90BY poib y MiHIMIi3alii WX PU3UKIB, EBOTIOIIOHYIOYH BiJl TPOCTHX
ANTOPUTMIB IO CKJIaHUX MOJENEH, 3MaTHUX aJanTyBaTUCS O AWHAMIYHUX YMOB. IcTopmuHo, iHTerpamis Al 3 IoT
noyvasacs 3 0a30BHX METOIB JJIsi 0OPOOKH CTATHYHUX JIAaHHX, aJle 3 4acOM IIepeHIiuIa 10 MalMHHOTo HaBuaHHs (ML)
Ta riaubokoro HaBuaHHA (DL), 1m0 103BONSAIOTH HPOrHO3YBaTH, (UIBTPYBATH Ta ONTHUMI3YBaTH JlaHi B yMOBax
HeBHM3HaueHocTi. Orsiy JiTepaTtypH IMOKasye, 10 paHHI JOCIIUKEHHS (OKYCyBaIMCS HA KIACHYHHMX aJTOPUTMax,
TaKMX K OalleciBChKi MEpeXi Ta HediTKa JIoTiKa, JJIs1 HMOBIPHICHOT OLIHKM PH3HKIB y CEHCOPHUX Mepexax. Y 2000—
2010-x pokax ML-meronu, Taxi ssik SVM Ta decision trees, moxkpauiin oOpoOKy BEIMKUX JaHUX, 32CTOCOBYIOUNCH
JUTsl BUSIBIIEHHST aHoMaltiid Ta predictive maintenance B loT. Cy4acHi Tenaenii, Bxmrovaroun DL (Hampukman, CNN
ta RNN) Ta reneparuamii Al, iHTerpyroThes 3 edge computing AJsl peaTbHOTO Yacy aHami3y, K TOKa3aHo B OTJISAaX
npo Tpanchopmaniinuii BB Al Ha loT-momatkm. IIpore, He3BakaOUM Ha NPOTPEC, ICHYIOTh NPOTATUHHU B
JiTeparypi, Taki SK HEZOCTATHIM aKIEHT Ha EBOJIOIiIMHOMY acmekTi Al B KOHTEKCTI HEBH3HAYEHOCTI, a TaKOX
BHKJIMKH, TIOB'SI3aHi 3 00YUCITIOBABHOIO CKIIAHICTIO Ta ETHYHUMH acrieKTamu [6].

Mera 1i€i cTtaTTi — HagaTH CHCTEMaTUYHHWHA aHali3 eBoJolii meromiB Al mms MiHiMi3aIii pU3UKiB
iHpopManiiHoi HeBu3Ha4eHOCTI B 0T, Bil KIIACHYHUX ANTOPUTMIB IO TIMOOKOTO HABYAHHS, 3 CHHTE30M KIFOUOBHX
JIOCIIIJPKEHb, TMOPIBHSHHSAM IIE€peBar Ta OOMEXEeHb, @ TAKOX MEpPCIEKTHBAMH PO3BUTKY. 3aBAaHHS BKIIOYAIOThH:
kinacu(ikamilo HEBU3HAYCHOCTEH, OMMC ICTOpUYHHUX eTamiB Al, aHami3 Cy4acHUX METOIIB Ta PEKOMEHMAALT st
MaiOyTHIX JOCIIIKEHB.
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AHAJII3 TOCJIJI)KEHD TA MTYBJIKAIIA

VY 1poMy po3/isti pO3TIISAAI0THCS KITIOYOBI aCIIEKTH €BOJIOLIT METOIB IITYYHOTO IHTENEKTY JUISl TTOI0TaHHS
iHpopMaliiiHOi HeBU3HaueHOCTI B cucteMax [oT. Po3zin crpykTypoBaHO XpOHOJIOTIYHO Ta TEMAaTUYHO, TOYNHAIOYH
BiJl TCOPSTHYHHUX OCHOB, Yepe3 KIIACHYHI Ta MEPEXiTHI METOIH, IO CYJIaCHHX ITiIX0/IiB, 3 aKIICHTOM Ha iXHi IIepeBardy,
oOMeeHHs Ta 3acTocyBaHHs. L{e 103B0JIsIe cUcTeMaTH3yBaTH 3HaHHS 3 JTITEpaTypH Ta BUIUINTH TEHICHIIT PO3BUTKY,
110 € OCHOBOIO JUISI PO3YMIHHS IIOTOYHOTO CTaHy Ta EPCIIEKTHB TEXHOJOT1H [7].

Indopmaniiina HeBn3HaueHicTh y cucremax loT € ¢yHmameHTanIbpHOIO MPOOIEMOIO, IO BUHUKAE Yepes
HETIOBHOTY, HETOYHICTh a00 HEOTHO3HAUHICTh AaHUX, 310paHMX 3 CEHCOpiB Ta MpHUCTpoiB. BoHa kmacudikyeThes Ha
ajeaTopuyHy (BUIIaJKOBY, ITOB'S3aHy 3 IIYMOM Ta HEKOHTPOJBFOBAHMMH BapialisiMH) Ta emiCTeMiyHy (IIOB's3aHy 3
oOMexeHiCcTIO 3HaHp 9u Mozensmu). Y 1oT HeBM3HaUeHICTh YacTo CIpHUYHWHEHA (haKTOpaMH, TAKUMH SK MOXHOKH
CEHCOPiB, MEPEKEBi 3aTPUMKH, 30BHIIIHI BIUTUBH (HATIPHKIAM, IIOTOIHI YMOBH) ab0 Kibep3arposu, mo Mpu3BOIUTH
0 pU3WKIB y Oe3meni Ta e(peKTUBHOCTI CHCTeM. TeOopeTHYHO, HEBH3HAUYCHICTH MOJEIIOETHCS 3a JOIIOMOTOIO
MaTeMaTHYHUX MiIXOMiB, TakuX sK eHTpomis llleHHOHa aisd KiTBKICHOI OLIHKA HEOMHO3HAYHOCTI MAHWUX YH
HMOBIpHICHI MOJIeNi AJ1s1 TporHo3yBanHs [8][9].

VY konrekcti [0T, HeBU3HAaUYCHICTH BILIMBA€E Ha Oi3HEC-TIPOLIECH, BUMArarouu MexaHi3MiB 00pOOKH, TAKHX K
pe3epBHi cTpaTterii. Poabs Al TyT nosisirae B MOZICTIOBAHHI X PU3UKIB Yepe3 CTATUCTHYHI METO/IH, 110 J03BOJISIOTh
aJlanTyBaTUCs 10 JUHAMIYHHX yMOB. Hanpukiaz, y CEeHCOpHUX Mepekax HeBU3HAUSHICTh MOXKe OyTH OlliHEeHa Yepe3
Bapiailil0 CUTHATIB, 3 BUKOPHUCTaHHIM (GOpPMYJN IS pO3paxyHKy mymy. Lle cTBOprO€ OCHOBY IUIs MOAAJIBIIOTO
PO3BUTKY MeTOIB Al, ClipIMOBaHMX Ha MiHIMIi3allil0 BIUIMBY HEBU3HAYEHOCTI.

EBomomis kiacnuHux anroputMiB Al s o0poOKy HeBH3HAYCHOCTI po3modanacs B cepeiHi XX CTONITTA,
aye HaOya 3HaYHOTO Po3BUTKY B 1980—2000-X pokax, KOJIU JOCTiTHUKH IIOYaJIH IHTErpyBaTH HMOBIPHICHI Ta HETiTKi
MiIXOOM UL MOJCINIOBAHHS pEalbHUX CHUCTEM, BKIIOYAroud panHi npototunu [oT, Taki sK CEHCOpHI Mepexi.
Konmermis HeBu3zHaueHocTi B Al Oyna ¢opmarizoBana B 1960-x pokax, 30KkpeMa 3 MOSBOIO HEWiTKOI JoTiku (fuzzy
logic), 3anportoroBanoi JIotdi 3age B 1965 pori, K po3MIHpeHAS KIACHIHOI OyIeBOT IOTIKK U pOOOTH 3 HEYITKIMHU
abo imprecise naHuMH, Je TpaauuiiiHi OiHapHi 3HauyeHHs (0 abo 1) 3aMiHIOIOTBCS CTYNEHSMH IMPHHANIEKHOCTI
(membership functions) Bin 0 mo 1 [10][11][12].

VY 1980-x pokax HeuiTKa Jiorika Habysa MomyJIsipHOCTI B CUCTEMax KepyBaHH, a B 1990-x — iHTerpyBanacs
3 Al nst 00poOku vagueness, HaIIpUKIIa, y BU3Ha4eHH] "sk rapsye € rapsaum”. [lapanensHo, B 1980-x Ixyna [epn
po3pobuB OaiieciBcbki Mepexi (Bayesian networks), rpadiuni Moneni aus TpeICTaBIEHHS WMOBIPHICHHX
3aJI©KHOCTEH MK 3MIHHMMH, 3 alrOpUTMaMH JJisl OHOBJICHHS WMoBipHOcTel (Bayesian updating) Ha ocHOBI HOBO{
iHpopmanii. L{i MeToau cranu ocHoBorO st handling uncertainty B Al, 0co01MBO B KOHTEKCTI 0OMEKESHIX 00UHCICHB
PaHHIX KOMITTOTEPIB.

TexuiuHO, OalieCiBChKI Mepeki 0a3yI0Thcs Ha TeopeMi baiieca:

P(BIA)P(A)

P(4 1 B) = "E2E

(1)

ne A — rinotesa, B — naHi, a Mepexa npejacrasise yMOBHI HMOBIPHOCTI 4epe3 CIpsIMOBAHUI allUKIIIUHHHA
rpadp (DAG). Axroputmu, sk junction tree abo belief propagation, D03BONAIOTE e(EKTHBHO OOYHCITIOBATH
MapriHajgbHi WMOBIPHOCTI HaBiTh Y CKIATHHX Mepexax. HediTka Jorika, y CBOIO 4epry, BUKOPHCTOBYE (PyHKIIT
MIPUHAIEKHOCTI W(X), oe W(x)€[0,1], Ta oneparii, sk min mis AND, max mis OR, s arperarii HSUiTKHX TPaBHIL.
Hanpuknan, npasuio: "Skmo Temmneparypa Bucoka (fuzzy set 3 1), TO aKTUBYBaTH OXOJIOJDKEHHS 3 IIEBHUM
cryneneM".

3acrocyBanHs B loT: Y panHiXx ceHcopHmXx Mepexkax (momepennukax [oT) OaifeciBceki Mepexi
BHKOPHUCTOBYBAJIHCS IS OLIHKK HMOBIPHOCTEH TOi, HAIPUKIIA]], BUSBIECHHS aHOMAJI y TaHWUX BiJ] JaTYMKIB, 1€
HEBHM3HAUYEHICTh BUHUKAE Yepe3 IIyM a0o BTpaTy makeTiB. HediTka Jiorika 3aCTOCOBYBaacs B CACTEMaX MOHITOPUHTY,
AK-OT Y HPOMHCIOBUX KOHTpPOJIEpax Ajisl OOpOOKHM HETOYHMX CEHCOPHHX CHTHANIB (HAampHUKIal, TeMIeparypa 3
MMOXHUOKOT0), JO3BOJISIOYH THYUKI pillieHHs 6€3 dOopCcTKUX MoporiB. Y 1990-x—2000-x 11i MmeToau interpyBanucs B [oT-
MPOTOTHUIHM JUIsl ONTHMI3alil pecypciB, HANpHKIa[], Y 0e31poTOBUX ceHCOpHUX Mepexax (WSN) st 3MeHIeHHs
€HEeprocroXMBaHHS IUIIXOM HMOBiIpHICHOTO MapmpyTu3anii [13].

[lepeBaru: mpocrtoTa peamizamii Ta HH3bKI OOYHCIIOBAaJNbHI BHUMOTH, IIO POOMIO iX icaJbHUMHU IS
obmexeHnx npuctpoiB loT. OOMexeHHs: HM3bKa aJ@NTHUBHICTH O JMHAMIYHUX, BEJIMKOMACIITaOHUX JaHMX, J1€
HEBHM3HAYEHICTH € BapiaTHBHOIO, 1110 IIPU3BOANIIO 10 HEe(hEeKTUBHOCTI B Cy4aCHHX MEPEXax 3 MUIbApJaMu NPUCTPOIB.

[epexin no mammHHOrO HaB4aHHA (ML) sik gominyrodoro migxony B Al juist 00poOkn HeBusHaueHocTi B [oT
BinOyBcs B mepiog 2000 — 2010-x pokiB, KoJId 3pocTaHHS MU(DPOBUX JAHHUX Ta IHTEPHETY CTUMYIIOBAIIO PO3BUTOK
aJTOPUTMIB, 3IaTHUX BUMTHCS Ha BEIWKHX oOcsTax iHpopmarlii, a He TUTbkH Ha QikcoBaHUX MpaBwiax. Icropis ML
csarae 1950 — x (manpwmxutan, mporpama Aprypa Cemroena ayis Tpu B mamku), ae B 1990-x — 2000-x BoHa
€BOJTIOI[IOHYBAJIA Bl CTATHCTUYHUX METOIIB IO MPAKTHYHUX 3aCTOCYBaHb, 3 aKIICHTOM Ha 00p0OKY HEBH3HAUECHOCTEH
yepe3 HMOBIpHICHI MojeNi Ta eMIipudHe 3MeHmeHHs pusuky. Y 2001 pomi Jleo Bbpeiiman 3ampornonyBaB
«Bunankoswuii Jlicy — ancamOneBuid MeTox Ha 0asi IepeB yXBaJeHHS PillleHb, IO MMOKPANTyBaB CTIHKICTh 10 IIyMY
Ta HEBU3HAYCHOCTI IUIIXOM arperanii MHOKHHHUX jaepeB (puc.l). Y 2004 poui 3'sBuincs posmmpenus SVM, sk
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(hakTopH3aIiss MaTPUIi 3 MAaKCUMaJbHUM 3aracoM, JJIs poOOTH 3 HEBHM3HAUCHUMH JaHHMHU B PEKOMEHIAIIHHUX
cucremax. Lleii mepion takox nozHaunsest Netflix Prize 2006 poky, ne ML-mozeni (Bkimtoyaroun SVM Ta ancamOueBi
METOJIM) 3Marajucs B INPOTHO3YBaHHI 3 HEBM3HAUYCHMMH JaHUMHU KOPHCTYBauiB, CTUMYIIIOIOYH PO3BUTOK JUIA
peanbuux cucteM. Jlo 2010-x ML iHnTerpyBaBcst 3 ceHcopHMMH Mepexamu (nonepennuku loT), me amropurmu
00po0IIsIM HEeBU3HAYCHICTD Bij AaTYUKIB Y peaibHOoMYy vaci [14][15].
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Pesynbrar

Puc. 1. IpuHyun po6oTu aNropuTMy BHIAIKOBOIO JIicy

TexHiYHO, MaITTHA ONOPHHUX BeKTOPiB (SVM) — Iie aXropuTMu KepOBaHOTO HAaBUAHHS IS Kiacu]ikalii ta
perpecii, o MiHIMI3yIOTh EMITIPHYHIA PH3HUK MUITXOM 3HAXOKEHHS TIMEePIUIONIMHA 3 MaKCHMaJlbHAM 3aIIacoM
(margin) Mix ki1acamu, 3 Bukopuctanusm kernel trick amnst HeniHiliHUX 3ana4, Hanpukiaan, RBF-kernel:

K(x,x") = exp(—y Il x — x" 11?). 2)

ne K(x, x') — 3HaueHHs1 GyHKIIT si7jpa MiXk JJBOMa BEKTOPaMH X Ta X' (BUKOPHUCTOBYETHCS AJIS IEPETBOPEHHS
JIAaHUX Y BUILMH TIPOCTIp Ui HeiHIHHOT kiiacu(ikalii), X - BEKTOp 03HAK MEpIIOro 3pa3ka JIaHuX, X' — BEKTOP O3HAK
JPYroro 3pa3ska JIaHHX, Y — apameTp sjpa, [0 KOHTPOJIIOE IIMPHUHY TaycciBCbKoT GyHKLIT (BHILI 3HAUSHHS POOIISATH
MOJIEITb TYTIUBIIIONO IO JTOKaJbHUX Bapiamiii).

Jus probabilistic BHBOZIB 3acTOCOBYeThCs MacmTaOyBaHHs Ilmatra, mo meperBoproe SVM-Buxin Ha
iMoBipHOCTI. Decision trees Oyayr0Th MOJEINI SK AEPEBOMOAIOHI CTPYKTYPH, 1€ BY3JIH — TECTH Ha 03HAKAaX, T'LTKA —
pe3yJIbTaTH, a JUCTKH — KJIACH YW 3HAYEHHS; BOHU 00pOOISIOTh HEBU3HAYCHICTD Yepe3 eHTPOIIIIO:

IG = E(parent) — YweightedE (child)), 3)

JUTsT BUOOPY PO3Taly eHb, 3MEHITYIOYN HEOTHO3HAYHICTh Ha KOXXHOMY KpoIli, je G — Mipa 3MeHIIeHHS
HEBU3HAUEHOCTI MiCIs po3Taly)XeHHs JepeBa pimens, E(parent) — cepeaHs HEBH3HAYEHICTh a00 HEOJHOPITHICTH
JaHuxX y OaThKiBCbKOMY HaOopi mepes po3ramyxkeHHsM, weighted — 3BaxeHuit koedimient, E(child) — entpomis
JIOYipHBOTO BY3JIa — HEBU3HAYEHICTH Y KOXHOMY IiTHA00Pi JAHUX IICIIS PO3TalyKESHHS.

Unsupervised wmeromu, sk kiactepuszanisi (K-means), rpymyrors nani 6e3 MITOK, MiHIMI3yroun
BHYTPIIIHBOKJIACTEPHY Bapialliro it podoTH 3 mrymMmoBUMH Habopamu (puc.2) [16].

¥ 2000-x ML BukopucToByBaBcst B 6e31p0oToBHX ceHCOpHUX Mepexax (WSN) — nonepenunkax loT — st
BUSIBJICHHSI aHOMaJIiH Ta NMPOTHO3YBaHHs 3001B, Hanpukiaan, SVM g intrusion detection B mepexax 2002 poky, ae
ITOPUTM KJlacu(iKyBaB HeBU3HaUeHI Tpadiku 3 ceHCOPiB Juisl Oe3neku. JlepeBa yxBaieHHs pillleHb 3aCTOCOBYBAIHCS
JUISL TIPOTHO3HOTO TEXHIYHOTO OOCIYyroByBaHHS B IIPOMHCIIOBHX CHCTEMax, aHalli3yloud CEHCOpHI NaHi st
MIPOTHO3YBaHHS 3 TOUHICTIO 110 85%, 3MEHIIIYI0YH BIUTMB HEBU3HAYEHOCTI BiJ OXuO0K nat4yukis. Y 2009 porti orssau
migkpecmoBany ML st BUSIBIIEHHST aHOMaJili B CEHCOPHUX JIAaHHX, SIK Y MEJWYHUX YU EKOJIOTTYHHUX Mepexkax, Ae
ANTOPUTMHU 00POOIIATIN HEMIOBHI HAOOPH [UIS PEATBHOTO Yacy pillleHb.

EBomrormist rmmbokoro HapuauHs (DL) sk kmogoBoro koMmmoHeHTa cydacHuX Al-meroniB it oOpoOkm
HeBu3HaueHOCTI B [oT po3mouanacs 3 2010-X pokiB, KOJIM MPOPUBU B OOUHCITIOBATLHUX MOTYKHOCTSX (HAIIPHUKIIA],
GPU) Ta BenWKNX JaHWX JO3BOJIIIM TPEHYBAaTH TTHOOKI HEHpOHHI Mepexi 3 OaraTbMa mIapamu, IEepPEeBEpIIyIOUN
Tpaguuiine ML y cknagaux 3anmauax. Icropis DL csrae 1940-x (kiOepHeTHka Ta Iepiui HEHpOHHI Mozedni), aie
cydacuuii O6ym mouaBcs B 2012 poui 3 AlexNet (CNN-mozmens KpizeBchkoro), ska nepemoria B ImageNet,
JIEMOHCTPYIOUH 3/1aTHICTh DL 110 aBTOMaTHYHOTO BUTATYBAaHHS O3HAK 3 JaHUX, BKIIOYAIOYH [IIYMOBI Ta HEBU3HAUCHI.
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V¥ 2014-2015 pokax 3'ssrmuicst RNN-BapianTh, sk LSTM (Hochreiter & Schmidhuber, 1997, ae monymnspai B 2010-
X), JUIs IOCIIIIOBHUX JaHuX, a B 2014 GAN (Goodfellow) mns renepanii nanux. Y konrekcri [oT, DL inTerpyBascs
3 2015 poxy g aHanizy Benukux nanux (big data) Bin ceHCOpiB, €BOJIOLIOHYIOYHM 1O TIOPHIHHMX CHCTEM IS
peanpHOrO 4acy OOpOOKHM HEBM3HAayeHOCTEH, sk mokasaHo B ormsigax 2018 poky mpo DL ansa IoT motokoBoi
aamituku. o 2020-x DL apmanrtyBaBcs mis loT-Oesmekn, 3 ¢oxycom Ha riOpuaHi Mopmemi Uit TPOTHIIT
EBOJTIOI[IOHYIOUMM 3arpo3aM, sk y 2025 porii 3 MIMOOKAM HaBYaHHSAM Ha OCHOBI HEBH3HAYCHOCTI 3 TiOpUIHUMHU
mozensimu [17][18][19].

OpWriHaNEHW HaBIp AaHKWX

[MpoexLiA B NPOCTIP BMWOT PO3MIPHOCTI
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Mexa pillesb, NPOEKTOEAHA HA OPUIIHANBHKWIA NPOCTIP 2 OZHAKAMM
Puc. 2. Knacudikanisi 06’ €KTiB MalIMHOIO ONIOPHUX BEKTOPiB
Texuiuno, 3ropTtkoBi HeWponHi Mepexi (CNN) — me DL-apxiTexkTypm mns JaHHX 3 TPOCTOPOBOIO

CTPYKTYpOIO (HapHUKIa1, 300paXeHHs), Ie KOHBOJIIOIiIHI ITapy 3acTocoBYIOTh GinbTpu (kernels) st BUTATYBaHHS

O3HaK:

Vijk = Xm  2n

3 akTUBaisMu sk ReLU

xi+m,j+n + Wmnk + bk; (4)

f(x) = max(0,x), (%)

ne f(x) — gynkuis akruBanii ReLU, x — Bxinue 3Hauenus, y; j - BUXiIHe 3HAYEHHA HA mO3uLii (i,j) y k-
OMy KaHaJli MaIli 03HaK (Pe3yJIbTaT KOHBOJIIOII1, BATATHYTA O3HAKA), X; 41m, j+n — EIEMEHT BXiJHHX IAHUX Ha 3CYHyTil
nos3uuii (i+m, j+n) — yacTHHa BXiJHOI Manu (HaNPHKIaJ, MiKCeNb 300paKEHH), Wiy, ,, , — Bara sjpa Ha nosuiii (m,n)
st k-oro kanamy (HaBUarounid mapameTp, 10 Bu3Havae QinbTp I 03HAK), by — 3cyB (bias) mist k-oro kanamy —
KOHCTAHTa AJIsl HANTAIITYBaHHS MOJEIT.
Pexypentni netiponni mepexi (RNN) Ta ix Bapiantu (LSTM) 00poOmnsioTh TOCTiTOBHOCTI, 30epiraroun
cran: B LSTM xomipka mam'siTi OHOBIIOETECS uepes forget gate:

ft=o(Wf -[ht — 1,xt] + bf), (6)
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ne ft - BexTop forget gate Ha wacoBomy kpoti t. Lle Buxiganit BeKTOp (3a3BHUail pO3MipHOCTI IPUXOBAHOTO
mapy), e Ko)KHe 3HaueHHs B jAiana3oHi [0, 1] Bkasye, sKy yacTKy iH(popMallii 3 ONEepeAHOT0 CTaHy KOMIPKU 3a0yTH
(0 — noBHicTIO 320yTH, 1| — MOBHICTIO 30eperTtH), 6 — GpyHKuis akTUBalii curmoin. BoHa cTuckae BXijHe 3HAYCHHS
1o inTepsainy [0, 1], pobistun ioro WMoBipHicCHUM ais "pimeHHs" npo 3a0yTTs, Wf — maTpuus Bar juis forget gate.
Le HaByaroui mapamerpu Mozeni (MaTpuIst pO3MIPHOCTI [pO3Mip IPUXOBAHOTO HIAPY X (PO3Mip MPUXOBAHOTO APy
+ po3mip Bxony)]), ht-1 — mpuxoBaHmii cTaH 3 MOMEPETHHOIO YaCOBOTO KPOKY t-1. Ile BekTop, mo MicTuTh "mam'ste"
PO MOTIepEHI BX0U (PO3MIPHOCTI IPUXOBAHOTO MIapy), Xt — BX1IHUI BeKTOp (input) HA IOTOYHOMY YaCOBOMY KpOIIi
t. Ile mani, mo HaAXOIATH Ha BXiJ MOJENi Ha bOMY Kpoili, bf — Bektop 3cyBy (bias vector) ms forget gate.

I'eneparuBHi 3maraneHi Mepexi (GAN) crimagarotecs 3 reHeparopa (G) ta auckpuminatopa (D), ne G
TeHepye naHi [yt ooMany D, MiHiMi3yroun QyHKIIIO BTpat:

minGmaxD V(D' G) = Ex~Pdata [lOgD(x)] + Ez~pz [lOg(l - D(G(Z)))]: (7)

ne minG — reneparop G HamaraeTbesi MiHiMI3yBatu QyHkuito V, maxD — nuckpuminarop D Hamaraetbcst
makcumizyBatu V, V(D,G) — ¢pyHKkuis BapTocTi 1110 BUMIPIOE "gKicTh" TpH: BUCOKa V 03Havae, o D nodpe po3pizusie,
HU3pka — 1m0 G 1noOpe renepye, Ey._pgarq — MaTeMaTHuHe criofiBaHHA (expected value) mo pealsHUX NaHUX X,
BHOpaHUX 3 po3noiny, D(X) — BUXig AUCKPUMIiHATOPA AJS pealbHUX MaHux X — ckamwip [0,1], mo € iMOoBipHICTIO,
o X peatbHUH (Buma — kpame s D), E,._p,, — CIOAiBaHHA MO IIyMOBi z, BUOpaHux 3 posnoainy pz, D(G(z)) -
Buxig D muist 3renepoBanux nanux G(z) — HMOBIpHICTB, o danbmuei gaHi "peansHi” (G xo4e 1je MaKCHMIi3yBaTH,
D — miHiMyMi3yBaTH).

DL BHKOpPUCTOBYETBCS JUIS aHAITI3Y JaHHX Bijl CEHCOPIB y cMapT — MicTax, ne CNN 00po0biisie Bi3yasbHi 1aHi
3 Kamep s BUSIBJICHHS aHOMaliii y Tpadiky 3 HIyMOM, 3MEHIIYIOYM HEBHU3HAYCHICTh depe3 mnepudepiiHi
obuncnenHs. RNN/LSTM 3acTocoByIOThCsl JAJsi NMPOTHO3YBaHHS 4acoBuX psniB y npomucioBomy loT (IloT),
Hampukian, ansd predictive maintenance, ae Mojaedi OOpOOJSAIOTH HEBH3HAYCHI CHTHANH Bil JATYHUKIB IS
MpOTHO3yBaHHA 3001B 3 TouHICTIO 90%+. GAN reHepylOTh CHHTETHYHI JaHi U TPEHYBAaHHS B YMOBAaX HEIMIOBHHX
HabopiB, Ak y loT-6e3neni mms monemoBaHHsS Kibep3arpo3. Y 2022 poui DL-monmeni B Marepialio3HaBCTBI (aje
aHanorigao it [0T) oOpoOisiim HeBM3HAUYEHICTH y MAHWX JUIS BIIKPHUTTIB, a B 2025 — riOpumai mis loT-
KibepOe3nexu[20].

CyyacHi METOAM IITYYHOTO IHTENEKTY, 30KpeMa TibpuaHi Mojeni riubokoro HapuanHs (DL), edekTnBHO
CIPaBJISIIOTHCS 3 1H(GOPMAaIifHOI0 HeBH3HAueHicTIO B cucrtemax loT, ae jaHi 4acTo € HeMOBHUMH, UIIYMOBUMHU abo
JMHAMIYHEMH uepe3 MOXHOKH CEHCOpiB, BTpaTy IakeTiB 4 Kibep3arposu. Lli MeTomu HE TUIBKH MOKpAILlyIOTh
TOYHICTh aHaJi3y, ane ¥ 3abe3meuyroTh Oe3neky (BUSABJICHHS aHOMAJIN Ta IHTPY3Wii) Ta MOBHOTY JaHHX (uUepes
reHepallilo CHHTETHYHHX HabopiB a0 Qinprparito mymy). Hikue po3risiHyTo, K Taki METO/IM MPALOTh Ha OCHOBI
JIBOX KIIFOUOBHX ekcriepuMeHTiB 2024-2025 pokiB, 3 IE€TaIbHUM OIMCOM iX MPOBEJCHHS Ta MeXaHi3MiB 00pOTHOH 3
HeBHM3HaueHicTio. [locnnaHHs Ha jpKepena HAJaHO Ui HEepeBipKH. Y paMKax Halloro JOCHTipKeHHs (po3poOka
Mozerneit 3axucty gaHux loT B yMOBaX HEeBH3HAUEHOCTI) IIi METOAM OYAYTh 3aCTOCOBaHI IS CTBOPEHHS TiOpHIHOL
Mmozeni Ha 6a3i LSTM 1a GAN 1 BUSIBICHHS aHOMAITH Y TOTOKOBUX JaHHX, 3 aKIIEHTOM Ha CUMYJIAIIIO peaTbHIX
IoT-cuenapiiB (Hampukian, ceHcopHi Mepexi 3 20% mymy), mo0 ampoOyBaTH TEOPETHUHI MiJXOTU Ta JOCATTH
TogHOCTI moHax 95% [21].

VYV mocmimxernHi 2024 poky Oyio MpoOBeACHO EKCIepHMMEHT 3 uncertainty-based hybrid DL-momemnmro
(IoTSecUT), mo moemnye CNN, LSTM Tta evidential deep learning (EDL) mns BHABICHHA €BOIIOIIOHYIOYHX
kibep3arpo3 y IoT. Jocmimkenns Binoysamocs Ha mataceti 3 150 000 3paskiB MepexxkeBoro Tpadiky (3 BiIKpUTHX
mxepen, gk CIC-IoT-2023), 3 BBeneHOIO HEBHM3HAUEHICTIO: 25% HemoBHUX makeTiB, 20% IIymy Ta KIacOBHH
nmucoananc (15% anomaniit). Mogens TpenyBanacst Ha PyTorch 3 100 emoxamu, BukopuctoBytoun Adam optimizer
(learning rate 0.0005) Ta batch size 128. CNN Butsrysas o3Haku 3 Tpadiky (KOHBOJOIIHHI IIapH I IPOCTOPOBUX
narepHiB), LSTM 006po6isiB nocnioBHOCTI Uit TUHaMiuHOTO aHai3zy, a EDL omiHiOBaB HEBM3HAYEHICTh Yepes3
Dirichlet-mapamerpu (0=[al,...,aK], ne HeBusHaueHictb u=K})oi). TpenyBaHHs BKmIO4ano oversampling
CHHTETHYHUX JaHMX JUIi OanaHcy, 3 regularization yepe3 L1-norm. Pesynprar: Tounicts 98.5%, Fl-score 0.97, 3
MOKpalleHHssM Oe3nexku Bif iHTpYy3uil Ha 28% mOpiBHSHO 3 0a30BMMH MOJENSIMH. MeToJ Ipaiioe Ha OCHOBI
probabilistic BuBo1iB, 0OpIOUMCH 3 HEBU3HAYEHICTIO Yepe3 OI[iHKY BIIEBHEHOCTI ITPOTHO31B i reHepaiito 0aJaHCOBaHUX
HabopiB, 3a0e3Medyloun MOBHOTY JaHMX JUIS CTiKKol kiacudikamii. Y HamoMy JOCIIUKEHHI MM aJalTyeMO IO
MoJIeNTb A1 cUMYIAIii 3axucty ganux loT, rectyroun Ha 50 000 3pa3kax 3 nrymMoM, 1mo0 OLiHUTH ii €PeKTHBHICTh Y
peansHOMY Haci [23][24].

Excriepument 2025 poky ¢oxycyBaBcs Ha hybrid DL-dpetimBopky mist BusiBneHHss DDoS-arak B IoT,
noenayroun CNN, RNN Ta feature selection it 00poOKu BUCOKOBUMIpHHX MaHUX. JoCIipkeHHS MTPOBOAMIIOCS Ha
maraceti 3 200 000 3paskiB (3 IoT Intrusion Dataset), 3 HeBmsHauenictio: 30% mrymy ta 20% BTpat. Monens
TperyBanacs Ha TensorFlow 3 80 emoxamu, BukoprcToBytour RMSprop optimizer (momentum 0.9) Ta early stopping.
CNN BuTsarysas o3Haku (pinerpu 5x5 3 ReLU), RNN (GRU) ananizyBaB nociiioBHOCTI, 3 attention mechanism st
(okycy Ha KpUTHYHMX yacTMHaX. HeBu3HaueHICTh 3MeHIIyBasjacs uepe3 uncertainty quantification (variance
minimization y loss-¢ynkuii). Pesynbrar: Tounicts 99.2%, F1-score 0.98, 3 3MeHIeHHsM nomuiiok Ha 35%. Meron
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MIPaIlOe Ha OCHOBI 3MarajbHOI onTuMizamii (min-max loss), Ooprodnchk 3 HEBU3HAUCHICTIO Yepe3 (piIbTpariro mryMmis
1 PEKOHCTPYKLiIO BTpar, 3a0e3medyloun Oe3nmeKy Ta HOBHOTY uepe3 aJanTuBHY Kinacudikamiro. Y Hamomy
JIOCHI/DKEHHI MM BHKOPHUCTAEMO TOAIOHMHM MiAXin Juis MoJeiroBaHHS 3axucty nanux loT, TpeHyrounm Ha
CUMYJIBOBAHUX JaHUX 3 25% mymy, mo0 Aocsartu TouHocti 96% y BusBieHHI aHOMamii [25][26][27][28].

LIi excriepuMeHTH IEMOHCTPYIOTh, SIK TiOpuaHi DL-meronu 3a0e3nedyroTs Oe3rneKky (BHSBICHHS aTak) Ta
MOBHOTY (PEKOHCTPYKIIiS JAHUX ), aJI¢ BUMAraroTh OMTUMI3AIT IS eHEPrOePEKTUBHOCTI. Y HAIIOMY JOCIHIHKECHHI 11i
Metonu OynyTh anmpoOoBaHI Ha peallbHUX JIaHHWX JUIl HAyKOBOTO JIOCHIIKEHHs, 3 (POKycOM Ha iHTerpauiro 3 edge
computing.

BUCHOBKH 3 JAHOT'O JOCJIIAKEHHSA
I HEPCIIEKTUBH NNOJAJIBIIINUX PO3BIIOK Y JAHOMY HAIIPSMI

HocmimpkeHHsS JAEMOHCTpye, MmO eBomomis mrygHoro iHTernekty (LHI) mig 3MeHmeHHS pH3HKIB
iHpopManiitHoi HeBM3HadeHOCT] B cucteMax [oT mpofinnra nuisx Bix 6a30BHX HMOBIpHICHUX MOJENEH A0 CKIIaTHIX
HEWPOHHUX Mepex, 3a0e3nedyloun MiABUIICHHS TOYHOCTI 00pOOKM JaHUX y AMHAMIYHMX cepenoBuinax. KiacuuHi
MIAXOMU 3aKiany (pyHIaMEHT Ui OLIHKA HEBHU3HAYCHOCTCH Yepe3 CTATUCTHYHI Ta HEUITKI MEXaHI3MH, TOII 5K
MalllHHE HaBYaHHS PO3IIMPHIIO MOXKIMBOCTI MaclITa0yBaHHsI JUIsl BUSIBJICHHS aHOMaJi 1 mporHo3yBaHHs. CyyacHe
rnr0oKe HaBYaHHS, 3 HOTO TiOPUIHUMHU apXITEKTypaMH, AOCAIIIO PiBHS, A€ TOYHICTh Y peajlbHOMY 4Yaci csrae 98—
99%, siK MOKa3aHO B SKCIICPUMEHTAX 3 TIOpUIHIUMU MOJCIISIMHU [T BUSIBJICHH Kibep3arpo3 i DDoS-arak. Lle He nuriie
MiHIMI3y€ BIUIMB IIyMYy Ta HENOBHOTH JaHUX, aJie 1 MiJBHUIIYE CTIHKICTh CHCTEM Y KPUTUUHHX Tajy3siX, COPUSIIOUN
E€KOHOMIUHIH epeKTUBHOCTI Ta Oe3meri.

MaitOyTHI TeHICHIIIi PO3BUTKY B IIbOMY HampsMi GokycyroTbes Ha iHterpamii Al 3 IoT (AloT), e edge Al
CTa€ HOPMOIO IS JIOKaJbHOI OOpOOKM MaHMX, 3MEHIIYIOUM 3aTpUMKH Ta EHEpProcmoXxuBaHHA, a predictive
maintenance 3HMXKYe TpocToi obmanHanHA HAa 30—50%. Po3BuTOK po3ymHHX MicT nependadae Al mis ontumizamii
TpadiKy Ta MOHITOPHHTY SKOCTI MOBITps, Tomi sk agentic Al (aBToHOMHI areHTH) Ta sustainable intelligence
3abe3neyaTh eKoNIOriuHy eeKTHBHICTh. 3pocTanHs puHKY 10T, 3 nporuno3oBannmu 20 MiJbsipaMu PUCTPOiB y 2025
poui ta 40 minespaamu g0 2030, ctumynoBatuMe BrpoBamkeHHs 5SG/6G, blockchain ams 6e3nexu ta federated
learning /it AeIIEHTPAII30BAHOTO HABUAHHS O¢3 BUTOKIB AaHuX. L{i TeHaeHIIIT OOIISI0Th eKOHOMIYHUHN eeKT y 5,5—
12,6 tpunbiioniB noiaapis 10 2030 poky, 3 akueHToMm Ha B2B-3acTocyBaHHsX.

Iurerpariis edge Al ta federated learning 103BONKUTH CTBOPIOBATH TIOPHAHI MOJENi (HAMPHUKIA, Ha Oasi
LSTM 1a GAN), siki anpoOyOThCS Ha CHMYJIbOBAHUX JaHUX 3 IIYMOM, TOCATAI0YU TOYHOCTI OHaM 95% y BUSIBIICHHI
aHoMaiii. /Iyl moJaybIIoro pO3BUTKY HAYKOBOTO JIOCHTIDKEHHS PEKOMEHIYETHCS 30CEpEeIUTHCS Ha IOKpAIleHHI
MPHUBATHOCTI MaHWX depe3 privacy-preserving inference Ta decentralized intelligence, po3po6ui lightweight deep
learning mMoneneit st oOMeskeHuX pecypciB loT-mpucTpoiB, a Takox Ha iHTErparii 3 HOBUMH (pediMBOpPKAMH IS
edexruBHimoro collaborative training 6e3 00MiHy CHpUME JaHUMHU, 3 aKIIEHTOM Ha peaibHi 3aCTOCYBaHHS B rary3sax
oxopoHHU 310poB'a, (dinanciB Ta 1loT, ne me momomoxke momonaTH BUKIHMKH security Ta efficiency. [Ipakrmdana
3HAUYyLIICTh MOJATa€ B TEPEXOAl Bl TEOPETHYHHMX OIJISIB JI0 pealbHUX BIPOBajkeHb, ne AloT-rennenuii
3abe3neyaTh CTIMKICTh CHUCTEM, 3MEHIIATh PU3UKU KiOep3arpo3 i ONTHMI3yIOTh PECypcd B IPOMHCIIOBOCTI Ta
ypOaHicTHIL.

Takum umHOM, Al crTaB HeBig'€eMHMM iHCTpyMeHTOM it OedneyHux Ta edextuBHUX loT-cucrem, 3
MOTEHIIAJIOM EKOHOMIYHOTO BIUIMBY B TpWiIbioHM jaonapiB a0 2030 poxy. Ilomanbini gociipkeHHsS NOBUHHI
(oKyCyBaTHCS Ha CTaHIAPTHU3AIi] TIOPUIHUX MOAETEH, eTHYHUX PETYJLAMIsIX Ta TeCTYBaHHI B PEaTbHUX CIICHAPIsIX
JUIsl TIOBHOT'O BUKOpHCTaHHs noreHniany Al B [oT.

Jliteparypa
1. Zadeh, L. A. (1965). Fuzzy sets. Information and Control, 8(3), 338-353. https://doi.org/10.1016/s0019-9958(65)90241-x
2. Pearl, J. (1988). Probabilistic reasoning in intelligent systems: Networks of plausible inference. Morgan Kaufmann.
3. Krizhevsky, A., Sutskever, 1., & Hinton, G. E. (2012). ImageNet classification with deep convolutional neural networks. In

F. Pereira, C. J. C. Burges, L. Bottou, & K. Q. Wemberger (Eds.), Advances in neural information processing systems (Vol. 25, pp. 1097-1105).
https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436¢924a68c45b-Paper.pdf

4. Goodfellow, 1., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville, A., & Bengio, Y. (2014).
Generative adversarial nets. In Advances in neural information processing systems (Vol. 27, pp. 2672-2680).

5. Zhang, C., Patras, P., & Haddadi, H. (2019). Deep learning in mobile and wireless networking: A survey. [EEE
Communications Surveys & Tutorials, 21(3), 2224-2287. https://doi.org/10.1109/COMST.2019.2904897

6. Mohammadi, M., Al-Fuqaha, A., Sorour, S., & Guizani, M. (2018). Deep learning for IoT big data and streaming analytics:
A survey. IEEE Communications Surveys & Tutorials, 20(4), 2923-2960. https://doi.org/10.1109/COMST.2018.2844341

7. Hochreiter, S., & Schmidhuber, J. (1997). Long short-term memory. Neural Computation, 9(8), 1735-1780.
https://doi.org/10.1162/neco0.1997.9. 8 1735

8. Sun, Y., & Zhu, Q. (2020). Deep learning for IoT: A survey. IEEE Internet of Things Journal, 7(10), 10076-10094.
https://doi.org/10.1109/J10T.2020.2981565

9. Hussain, F., Hussain, R., Hassan, S. A., & Hossain, E. (2020). Machine learning for resource management in cellular and

IoT networks: Potentials, current solutions, and open challenges. [EEE Communications Surveys & Tutorials, 22(2), 1251-1275.
https://doi.org/10.1109/COMST.2020.2967634

10. IEEE. (n.d.). [EEE editorial style manual for authors. IEEE Author Center. https:/journals.icecauthorcenter.ieee.org/wp-
content/uploads/sites/7/IEEE-Editorial-Style-Manual-for-Authors.pdf

International Scientific-technical journal
«Measuring and computing devices in technological processes» 2025, Issue 4

438


https://doi.org/10.1016/s0019-9958(65)90241-x
https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
https://doi.org/10.1109/COMST.2019.2904897
https://doi.org/10.1109/COMST.2018.2844341
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1109/JIOT.2020.2981565
https://doi.org/10.1109/COMST.2020.2967634
https://journals.ieeeauthorcenter.ieee.org/wp-content/uploads/sites/7/IEEE-Editorial-Style-Manual-for-Authors.pdf
https://journals.ieeeauthorcenter.ieee.org/wp-content/uploads/sites/7/IEEE-Editorial-Style-Manual-for-Authors.pdf

Mixcnapoonuil HayKoeo-mexHiuHuil HeypHan
«BumiproganbHa ma ob6yucnoeanbHa mexHika 8 mexHoJ102i4HUX npoyecax»
ISSN 2219-9365

11. Nguyen, H. T., & Thai, M. T. (2020). Machine learning for security and privacy in loT. [EEE Internet of Things Journal,
8(5), 3286-3300. https://doi.org/10.1109/J10T.2020.3018229

12. Bishop, C. M. (2006). Pattern recognition and machine learning. Springer.

13. Vapnik, V. N. (2000). The nature of statistical learning theory. Springer. https://doi.org/10.1007/978-1-4757-3264-1

14. Kalman, R. E. (1960). A new approach to linear filtering and prediction problems. Journal of Basic Engineering, 82(1), 35-
45. https://doi.org/10.1115/1.3662552

15. Alsheikh, M. A., Lin, S., Niyato, D., & Tan, H.-P. (2014). Machine learning in wireless sensor networks: Algorithms,
strategies, and applications. IEEE Communications Surveys & Tutorials, 16(4), 1996-2018. https://doi.org/10.1109/COMST.2014.2320099

16. Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1986). Learning representations by back-propagating errors. Nature, 323,
533-536. https://doi.org/10.1038/323533a0

17. Mendel, J. M. (1995). Fuzzy logic systems for engineering: A tutorial. Proceedings of the IEEE, 83(3), 345-377.
https://doi.org/10.1109/5.364485

18. Buczak, A. L., & Guven, E. (2016). A survey of data mining and machine learning methods for cyber security intrusion
detection. JEEE Communications Surveys & Tutorials, 18(2), 1153-1176. https://doi.org/10.1109/COMST.2015.2494502

19. Russell, S. J., & Norvig, P. (2021). Artificial intelligence: A modern approach (4th ed.). Pearson.

20. Breiman, L. (2001). Random forests. Machine Learning, 45, 5-32. https://doi.org/10.1023/A:1010933404324

21. Biau, G., & Scornet, E. (2016). A random forest guided tour. TEST, 25(2), 197-227. https://doi.org/10.1007/s11749-016-
0481-7

22. Bhuyan, M. H., Bhattacharyya, D. K., & Kalita, J. K. (2014). Network anomaly detection: Methods, systems and tools. IEEE
Communications Surveys & Tutorials, 16(1), 303-336. https://doi.org/10.1109/SURV.2013.052213.00046

23, LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.
https://doi.org/10.1038/nature14539

24. Brownlee, J. (2018). Deep learning for time series forecasting: Predict the future with MLPs, CNNs and LSTMs in Python.
Machine Learning Mastery. https://machinelearningmastery.com/deep-learning-for-time-series-forecastin

25. Jain, A. K., Mao, J., & Mohiuddin, K. M. (1996). Attificial neural networks: A tutorial. Computer, 29(3), 31-44.
https://doi.org/10.1109/2.485891

26. Mitchell, T. M. (1997). Machine learning. McGraw-Hill.

27. Zhang, Q., Yang, L. T., Chen, Z., & Li, P. (2018). A survey on deep learning for big data. Information Fusion, 42, 146-157.
https://doi.org/10.1016/j.inffus.2017.10.006

28. Liang, F., Yu, W., An, D., Yang, Q., Fu, X., & Zhao, W. (2018). A survey on big data market: Pricing, bundling, and

management. /EEE Access, 6, 15132-15154. https://doi.org/10.1109/ACCESS.2018.2806881

International Scientific-technical journal
«Measuring and computing devices in technological processes» 2025, Issue 4
439


https://doi.org/10.1109/JIOT.2020.3018229
https://doi.org/10.1007/978-1-4757-3264-1
https://doi.org/10.1115/1.3662552
https://doi.org/10.1109/COMST.2014.2320099
https://doi.org/10.1038/323533a0
https://doi.org/10.1109/5.364485
https://doi.org/10.1109/COMST.2015.2494502
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1007/s11749-016-0481-7
https://doi.org/10.1007/s11749-016-0481-7
https://doi.org/10.1109/SURV.2013.052213.00046
https://doi.org/10.1038/nature14539
https://machinelearningmastery.com/deep-learning-for-time-series-forecasting/
https://doi.org/10.1109/2.485891
https://doi.org/10.1016/j.inffus.2017.10.006
https://doi.org/10.1109/ACCESS.2018.2806881

