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DEVELOPMENT OF SOFTWARE QUALITY ASSURANCE PERFORMANCE
INDICATORS FOR ASSESSING CYBER RESILIENCE OF SYSTEMS

Cyber resilience is becoming an essential property of modern information systems, particularly in critical infrastructure and
enterprise environments where the ability to resist, absorb, and recover from cyberattacks is vital. While existing security frameworks
emphasize threat detection, incident response, and risk management, the influence of software quality assurance (SQA) processes
on cyber resilience remains insufficiently studied. This paper addresses this gap by proposing a structured methodology for evaluating
the impact of SQA practices on the cyber resilience of software systems through a set of normalized and weighted quality indicators.

The proposed approach combines elements of established software quality models such as ISO/IEC 25010 and CMMI with
cybersecurity standards and frameworks including NIST, MITRE ATT&CK, and CIS Controls. It introduces a unified system of metrics
that includes test coverage, defect density, response time to vulnerabilities, mean time to recovery, code complexity, and review
frequency. These metrics were empirically assessed in a controlled experimental environment using widely adopted DevSecOps tools
such as Jenkins, SonarQube, and Allure Report.

The experiment involved two software development configurations. a basic setup with minimal quality assurance and an
enhanced one featuring systematic testing, regular code reviews, and developer training. The findings show that improvements in
SQA practices led to a significantly higher level of cyber resilience. The enhanced configuration demonstrated better performance in
all key metrics, especially in reducing recovery time and increasing the percentage of test coverage.

The results confirm a strong correlation between effective software quality assurance and the system’s capacity to withstand
cyber threats. The proposed model can be used to support decision-making in secure software development, providing a foundation
for automated monitoring of resifience based on existing quality assurance infrastructure. Future research will focus on expanding the
metric set and applying the methodology to systems with diverse architectures and operational contexts.
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®OPMYBAHHS ITIOKA3HUKIB EOEKTUBHOCTI SOFTWARE QUALITY
ASSURANCE JJI5SI OIHIOBAHHSI KIGEPCTIMKOCTI CUCTEM

KibepCTivikicTe €  KJTIOHOBUM  [TOK@3HUKOM HAAIMIHOCTI  CydacHnx [H@OOPMALIVIHNX CUCTEM, OfHaK BI/IMB [IPOLECIB
3abe3reyeHHs SKOCTI IPorpamMHoro 3abesneyerHs (SQA) Ha ii piBeHb 4OCI BUBYEHO HEAOCTATHBO. Y CTATTI 3arporioHOBaHO METOANKY
OLIIHIOBaHHS KIGEPCTIIKOCTI Ha OCHOBI CYKYIMHOCTI HOPMAJI30BaHNX [ 3BaXEHUX METPUK SKOCTI, YO BIAOGPAaXatoTh [/IMOUHY
TECTYBaHHS, CKNIAAHICTb KOAY, LUIIbHICTb AEPEKTIB, YaC pearyBaHHs Ha Bpaz/imMBOCTI Ta YacToTy peBto. 11iaxig 6a3yeTsCcs Ha MOEAHAHHI
mogeneii akocti 113 (ISO/TEC 25010, CMMI) 1a cTaHgapTis kibepbesnekn (NIST, MITRE ATT&CK, CIS Controls), 1o A03BonSE
dopManizyBaTy B3aEMO3B 30K MiX MPOLIECAMYM PO3POBKM ¥ PIBHEM CTIMKOCTI 4O aTaK.

Merog pearnizoBaHO B EKCIIEPUMEHTA/IbHOMY CEPEAOBULYI 3 BUKOpUCTaHHSM Jenkins, SonarQube ta Allure Report,
[IpoBeseHe AOC/IAKEHHS [OBENO, IO TABHIUEHHS piBHS SQA-NpakTK CyTTEBO IMOKPALYyE CTIMIKICTE CUCTEMU [0 KIGEPATAK.
3arporoHoBaHa MoJE/Ib MOXeE ByTu IHTEMPOBAaHa y rpoLecy 6e3rneyHoi po3pobkv 13 4715 MOHITOPUHIY OKa3HMKIB CTIIKOCTI Ha OCHOBI
BXE HasBHOI QA-IH@PaCTPyKTypu. Pe3ysibTaTv BiIKpHUBAaKOTE EDCIIEKTUBY aBTOMATU30BAHOIO YIIPaB/liHHS KiGEPCTIVIKICTIO Ha OCHOBI
A8HNX [3 MPaKTUK KOHTPOJTIO SKOCTI.

Kito4oBi c/oBa. KIGEDCTIVIKICTb, 3a6e3reqeHHs SKOCTi 113, meTpuku 6e3neku, DevSecOps, TecToBe MOKPpUTTS, Yac
BIAHOB/IEHHS
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STATEMENT OF THE PROBLEM

In today's conditions of rapid development of digital technologies and the increase in the number of
cyberattacks, ensuring the resilience of information systems to destructive influences is becoming particularly relevant
[1]. The concept of cyber resilience encompasses the ability of a system to counteract cyberattacks, quickly recover
from incidents, and ensure continuity of operation even in adverse conditions [2, 3]. One of the key factors that directly
affects the level of cyber resilience is the quality of software, which determines reliability, security, and the ability to
adapt to changes. In the practice of developing software systems, Software Quality Assurance (SQA) plays an
important role — a set of measures and processes aimed at ensuring that software meets specified requirements and
quality standards [4]. However, despite significant scientific and practical achievements in the field of software quality
assurance, most models lack a focus on the relationship between quality characteristics and cyber resilience. Typically,
the assessment of the effectiveness of SQA processes is carried out on the basis of internal technical or organizational
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indicators that do not take into account the system's ability to counteract modern cyber threats [5]. At the same time,
the development of a methodology for forming such indicators that would allow assessing how quality control
measures affect the overall system's resistance to attacks remains a relevant research problem.

Growing requirements for cyber protection, the implementation of DevSecOps approaches, and the use of
critical information systems in the infrastructure of the public and private sectors create the need to create a
comprehensive model for assessing the effectiveness of SQA, focused on ensuring cyber resilience [6]. This requires
the identification of relevant metrics, their quantitative expression, and practical implementation in the development
and testing processes.

The purpose of the study is to form a system of indicators for the effectiveness of software quality assurance
processes, focused on the quantitative assessment of the cyber resilience of information systems.

THEORETICAL BACKGROUND AND RELATED WORKS

SQA and cyber resilience of systems remain the subject of active scientific discussion. The authors of [7]
investigated the role of software quality control processes in reducing vulnerabilities that can be exploited by attackers,
emphasizing the need to integrate SQA measures into cyber defense strategies. In [8], they propose to consider cyber
resilience as the result of the interaction of technical, process and organizational factors, in particular, focusing on the
preventive value of testing and static code analysis. Existing standards, such as CMMI (Capability Maturity Model
Integration), describe in detail the maturity levels of software development processes, but they lack direct guidelines
for cyber threats. In [9], it is emphasized that even a high level of maturity according to CMMI does not guarantee
resilience to modern attacks. At the same time, the ISO/IEC 25010 model [10] formalizes the concept of software
quality through characteristics such as reliability, security, portability, etc., which partially overlap with aspects of
cyber resilience. However, as researchers [11] point out, these characteristics do not form a complete picture of the
relationship between code quality and the system’s ability to withstand complex cyber threats.

Approaches to assessing cyber resilience, proposed by organizations such as NIST [12], MITRE [13] and
CIS Controls [14], focus mainly on threat detection, risk management and rapid system recovery. In [15], an attempt
is made to combine these approaches with DevSecOps practices, but the authors acknowledge the difficulties of
quantitatively measuring the effect of implementing software quality control mechanisms.

Modern metrics in SQA, in particular Defect Density, Test Coverage, Code Complexity, Mean Time To
Recovery (MTTR), are of significant value for assessing the quality of development. In [16], an analysis of the
effectiveness of these metrics in the context of incident resilience is presented, but it is found that only some of them
have the potential to be extrapolated to cyber resilience indicators. The authors of [17] investigated an attempt to
correlate the level of automated testing and the probability of exploiting vulnerabilities, but the results turned out to
be dependent on the specifics of the project.

Thus, although there is a significant amount of research in the areas of software quality assurance and cyber
resilience, a gap between these areas still remains. The lack of integrated models that take into account SQA metrics
as a component of cyber resilience assessment complicates the implementation of unified approaches to building
reliable and secure systems. This emphasizes the need to develop a methodology that combines quantitative SQA
metrics with cyber resilience practices for their further practical application.

EXPERIMENTAL METHODOLOGY

To form a system of quantitative indicators of the effectiveness of software quality assurance processes,
which allow indirectly assessing the level of cyber resilience of an information system, a methodological approach
was proposed that combines the concepts of software quality models, modern SQA metrics and conceptual foundations
of cyber resilience in accordance with the NIST SP 800-160 and MITRE ATT&CK standards.

At the first stage, a decomposition of SQA processes into categories was carried out: process (development
control, review, audit), technical (testing tools, automation, static analysis), organizational (development security
policies, personnel training). For each category, a set of relevant metrics was determined that have the potential to
influence cyber resilience (Table 1).

Table 1
Categorization of SQA metrics with potential impact on cyber resilience

. Expected impact on
Category Metrics cyber resilience
Process Code review frequency, f, (number/week) Straight
Technical Code coverage by tests, C, (%) Straight
Technical Average complexity of functions, CC (Cyclomatic Complexity) Reversed
Organizational Number of trainings conducted, T, (number/month) Straight
Technical Mean Time to Recovery, MTTR (hours) Reversed

To construct a generalized assessment, a functional model is proposed that reflects the relationship between
the set of SQA metrics and the level of cyber resilience of the system. The cyber resilience score in our model is
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denoted as R, and is determined through a normalized linear combination of weight metrics (1).
R. =X wi- M; 1)

where M; is the normalized value of the i-th metric, wi is the influence weight determined by expert analysis
taking into account the analysis of OWASP Top-10 vulnerabilities and typical exploitation paths in MITRE ATT&CK.

The weight coefficients were determined using the analytical hierarchy process (AHP), which included a
pairwise comparison of the importance of metrics by 12 experts in the field of cybersecurity and software
development. The resulting pairwise comparison matrix was checked for consistency (consistency index C; =
0,083 < 0.1), which indicates an acceptable level of reliability of the results.

Fig. 1 shows the logical sequence of stages in forming an assessment of the cyber resilience of the system
based on software quality assurance indicators. The scheme reflects the process of transition from collecting the initial
SQA metrics to calculating the aggregated integral indicator, including the stages of normalization, determination of
weight coefficients and the final calculation of the level of system resilience to cyberattacks.

To ensure reproducibility of calculations, all metrics were reduced to the interval [0;1] using mini-max
normalization (2).

_ Xi=xMn
Mi - lemax_Ximin (2)

where X; is the actual value of the metric; X™™, X"%* are the minimum and maximum values established
empirically based on the results of monitoring real SQA processes.

[ Cyber Resilience ]

Assessment of
Potential SQA Metrics

Random Selection

(Data Preprocessing j—» S%T:;::ﬁgs

Analysis of
Correlation vvitth
Cyber Resilience

Fig. 1. Generalized scheme for forming a cyber resilience assessment based on SQA processes

The proposed model allows for quantitative comparison of systems with different levels of SQA practices
implementation and to determine which of them make the greatest contribution to the system's resilience to
cyberattacks.

EXPERIMENT RESULTS

To verify the effectiveness of the proposed model for assessing cyber resilience, an experiment was
implemented in a test environment built on the basis of an open-source incident management and logging system, Fig.
2. The test system was deployed in a Docker virtual environment with the connection of CI/CD modules, static code
analysis (SonarQube), task tracking (Jira-like interface) and an automated testing system with HTML report
generation. Based on two different configurations of SQA processes — basic (traditional) and improved (with active
implementation of DevSecOps practices) — the necessary metrics were collected and the generalized cyber resilience
index R, was calculated according to (1).
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Fig. 2. Test environment interface when collecting SQA metrics

Figure 2 shows a fragment of the environment in which software quality control was carried out: a panel for
automatically launching unit tests, indicators of code coverage by tests, a report on the number of defects detected by
the static analysis tool, and an event log with response times to detected vulnerabilities.

During the five-week development cycle, the values of key metrics were collected: the average number of
detected defects per 1000 lines of code, response time to a simulated vulnerability, the percentage of test coverage,
and the average recovery time after errors. The data for both configurations were normalized and analyzed according
to the proposed model, with the calculation of the integral cyber resilience indicator R..

The collected data were normalized to the interval [0;1] and analyzed using the weighted aggregation method.
In the configuration without automation (baseline practice), the R, value was 0.41, which reflected a low level of
coverage (32%), complexity of functions (Cyclomatic Complexity >13), as well as a long incident response time
(average 48 hours). In the improved configuration with the introduction of unit testing, regular code reviews and team
training, the R, level increased to 0.76 with 81% coverage and an average recovery time of 11 hours. The results
demonstrate a nonlinear relationship between testing depth and the increase in the cyber resilience index. The effect
of a sharp increase in R, after reaching coverage above 60%, which corresponds to the critical threshold of test
saturation, is particularly pronounced. The results from Table 2 confirm that the metrics related to the speed of
response to defects and the level of automated quality control have the greatest impact on the increase in cyber
resilience.

Table 2
Comparing performance in two environment configurations
Indicator Basic configuration Improved configuration

Code Coverage (%) 32% 81 %

Defect Density (per 1 KLOC) 4.1 1.2

Mean Time to Recovery (h) 48 11

Cyclomatic Complexity 135 72

Code review frequency (times/week) 0 2

Final R, 0.41 0.76

The results show a significant increase in the integrated cyber resilience index R, under the conditions of
implementing systematic software quality control practices. The improved configuration allowed to reduce the number
of defects, shorten the average response time to vulnerabilities and achieve a high level of test coverage. This confirms
the hypothesis that effective SQA processes can directly affect the ability of a system to withstand cyberattacks.

CONCLUSION

The article proposes a methodological approach to quantitative assessment of cyber resilience of information
systems based on Software Quality Assurance metrics. A theoretical review of existing software quality assessment
models (CMMI, ISO/IEC 25010) and cyber resilience frameworks (NIST CSF, MITRE, CIS Controls) revealed a lack
of integration between these domains, which creates a gap in the tools for security management at the development
process level.

The proposed model uses normalized indicators of software development and maintenance quality,
aggregated by weight coefficients, to calculate the integral cyber resilience indicator R.. An experiment in a test
environment showed that an increase in such indicators as the level of test coverage, the frequency of code reviews,
and the reduction of recovery time after incidents significantly increases the value of R., and therefore the system's
resilience to cyber attacks.
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The results confirm the presence of a direct correlation between qualitatively implemented SQA processes
and the ability of IT systems to withstand external and internal threats. Thus, ensuring a high level of software quality
is considered not only as a reliability factor, but also as a component of cybersecurity. In further research, it is planned
to expand the set of metrics and verify the model in environments with different architectures and levels of automation.
The proposed approach can become the basis for creating practical tools for automated monitoring of cyber resilience
based on the existing QA infrastructure of enterprises.
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