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OVERVIEW OF TRANSFORMERS ROLE IN DATA MINING FROM
UNSTRUCTURED DATA

The rapid growth of Big Data has made it increasingly important to extract meaningful insights from unstructured sources
such as text, audio, video, and emails. Traditional data mining technigues—like tokenization, clustering, classification, and association
rule mining—have provided a basis for processing these complex data forms. However, they often struggle to capture the subtle
semantic and contextual relationships that are inherent in unstructured data. In this article, we examine the limitations of these
conventional methods and explore the impact of Transformer Neural Networks (TNNs) on unstructured data mining.

Transformer architectures have revolutionized the field by employing self-attention mechanisms and positional encodings,
which allow for parallel processing of data. This new approach enables the creation of high-quality embeddings that capture both
semantic and syntactic information. As a result, tasks such as sentiment analysis, topic modeling, and automated summarization are
significantly enhanced. Additionally, integrating transformers into audio signal processing and email mining has led to notable
improvements in automatic speech recognition and semantic analysis, effectively addressing some of the long-standing challenges in
these areas. The findings discussed in this article highlight the potential of transformer-based approaches to not only overcome the
limitations of traditional data mining methods but also to open the door to innovative applications across various fields. Future research
directions include developing more computationally efficient transformer models and exploring hybrid approaches that combine
traditional techniques with advanced neural architectures. These efforts will ultimately push the boundaries of what is possible in
unstructured data mining.

Keywords: Bjg Data, Unstructured Data, Data Mining, Transformer Neural Networks (TNNs), Audio Signal Processing, Email
Mining

OJISHIH Henuc, HYITPUK T'anuna

TepHOMiNECHKMIT HalliOHANBHIIT TeXHIYHNI yHiBepcuTeT imMeHi IBana ITymost

orJoi pOJII TPAHC@OPMEPHUX HEWPOHUX MEPEX Y BUJIOBYBAHI
IHO®OOPMANII I3 HECTPYKTYPOBAHUX JAHUX

LlBuake 3poctarHHs 0bcaris Bekux gaHnx (Big Data) 3yMoBuio 3pOCTaHHS BaXX/MBOCTI OTPUMAHHST 3HAYyLUNX BUCHOBKIB
3 HECTPYKTYDOBAHNX [KEPESI, Takux sIK TEKCT, ayAlo, BIAEO Ta €/IEKTPOHHA MOLTA. TPaguLiviHi METOAU [HTE/IEKTYAIbHOMO aHasizy
Aannx (MaviHiHry), Taki K TOKEHI3aLis, K1acTepm3alis, KIacuikaLis 1a BUSBIEHHS acoLiaTuBHUX rpasusi, 3a6e3nedysamm 6a3osi
MOX/IMBOCTI /19 06pO6KU X CKAGAHUX QPOPM farux. BTiM, Ui METOAN HaCTO HE MOXYTb IMOBHICTIO OXOMUTYU TOHKI CEMaHTUYHI Ta
KOHTEKCTYa/IbHI B3EMO3B SI3KM, IPUTaMaHHi HECTPYKTYPOBaHUM JaHuM. Y Uiyl CTATTi My aHasli3yeMO OOMEXEHHS TPaaULIIMHIX METOLIB
i JOCTKYEMO BI/IMB HEUPOHHUX MEPEX HA OCHOBI TpaHcgopmepis (Transformer Neural Networks, TNNS) Ha MaviHiHr
HECTPYKTYPOBaHUX AGHNX.

ADXITEKTYpH TPaHCHOPMEDIB PEBOIIOLIIOHIZYBaM CRHEDY 3aBASKU MexaHiaMaM camoysarv (Self-attention) 1a rno3nuiviHoro
KogyBaHHSA (positional encoding), 110 4O3BONAIOTL N8PASETBLHO 06POBTIATH AaHi. Lles HOBMI riaxia 3a6€3Me4ye CTBOPEHHS AKICHUX
BK/18AEHb (EMOEAANHIIB), SKI DIKCYIOTE K CEMAHTUYHY, TaK | CUHTaKCHYHY IH@OPMAELIO. SIK HAC/TIAOK, CYTTEBO MOKPALYYETLCS SKICTh
BUKOHAHHS 3aBAaHb, Takux SK aHasi3 HactpoiB (sentiment analysis), TematnyHe mogesntoBarHs (topic modeling) i asTomatnyHe
pegepyBaHHa TeKkcTy (automated summarization). Kpim TOro, IHTErpauis TpaHC@OPMEDIB B 06POOKY ayadiocurHasiB 1a aHasi
E/IEKTPOHHOI MOLWTY MPU3BENIE A0 MOMITHUX [MOKPALYEHb B aBTOMATUYHOMY pPO3IMI3HABAHHI MOBJ/IEHHS | CEMAHTUYHOMY aHE/1i3i,
EPEKTUBHO BUPDILLYIOYM AESIKT A3BHI PO6IEMU B LIMX OO/IaCTSX.

PesysibTatv, npeacTas/ieHi B CTaTTi, A4EMOHCTPYIOTbL IOTEHLIAN 1i4X04i8 Ha OCHOBI TPaHCEHOPMEDIB, SKI HE Ti/lbKU JONIAI0Tb
OBMEXEHHS TPAANLIVIHMX METOLIB aHasli3y AaHux, ane ¥ BIGKPUBAEIOTE LISX A/19 IHHOBALIMIHUX 38CTOCYBaHb y PI3HUX Cepax.
TToga ibLui Harnpsmm AOCTIAKEHD BKITOYaKOTh PO3POBKY BifibLl eQEKTUBHUX 3 OBYNCIIIOBA/IbHOI TOYKU 30py MOAEEN TPaHCHOPMEDIB,
a TaKOX BUBYEHHSI [MOPUAHNX ITIAX0AIB, SKI MOEAHYIOTb TPAANLIVIHI METOAMKU 3 NEDELOBUMIN HEHPOHHUMU apXITEKTYyPamu. Lii 3ycusins
BPELUTI-PELLT [O3BO/ISTb CYTTEBO POILINPUTU MEXT MOXX/TMBOCTEN Y CQHEDI MAVIHIHIY HECTDYKTYDOBAHNX JaHNX.

KmtoqoBi cnoBa: Be/mki [aHi, HECTPYKTYpOBaHI AaHi, aHasi3 faHunx, TPaHCHOPMEDHI HEUPOHHI MEDEX], 06pobka
ay4iocurHarsiis, aHasn3 e1eKTPOHHOI oL,
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INTRODUCTION
Big data is a term that existed in the past in 1990s and grew in popularity in the world thanks to different
groups of people. [1-2] Now Big Data is very useful instrument for every corporation that wants to gather insights
from their collected data as it has variety of technologies and technics for analyzing and visualization of data. [3]
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We would like to get your attention to subset of Big Data - Data Mining and look at mining knowledge from
unstructured data. Typically, data can be divided into three types:

e  Structured data (RDMS, SQL)

e  Semi-structured data (NOSQL, JSON, emails)

e Unstructured data (audio and video, unstructured text)

While gathering knowledge from structured data is straightforward, case with unstructured and semi-
structured data is more complicated as there is no known beforehand structure behind the data.

However, transformer neural networks and LLM can help with this task. Many research show that TNN have
demonstrated high effectiveness in various fields of applications. This neural architecture is effective in speech
recognition tasks because it can effectively manage sequential data and capture long-range dependencies using self-
attention mechanisms [4]. In computer vision, the same self-attention mechanism allows the model to integrate global
contextual information and understand spatial relationships, thereby overcoming some limitations of traditional
convolutional approaches [5]. Additionally, transformers have proven highly effective for extracting information from
unstructured text. By generating rich, contextualized embeddings, they significantly enhance tasks such as
classification and question answering[6]. Overall, these features highlight the transformer’s versatility—its ability to
process entire sequences in parallel and capture both local and global patterns contributes to robust performance across
diverse domains, from speech and vision to complex text mining tasks.

UNSTRUCTURED DATA

First let us introduce you to unstructured data, unlike structured data, is challenging for ETL processing and
knowledge comprehension. According to the International Data Corporation research unstructured data will account
of 80% of whole data and will reach 179.6 ZB of global data generation. Another report made by NRoad[7] shows
that only 58% of unstructured data is being analyzed after initial processing, which has potential in further analysis.

Unstructured data includes various documents, PDF files, audio, video, emails and social media posts and
comments. Every document consists of unstructured text and images; however, it may imply some structure as
headings and text that accords to it, same goes for PDF files. Videos on the other hand, are sequences of frames, each
of which consists of 1 or 3 arrays of data, which are bytes that describe saturations in colors. Despite an announced
structure, we must define images as unstructured data, due to the need of understanding what objects are shown and
what context they hold to complete comprehending of the data.

Regardless of the complexity in describing and analyzing unstructured data it carries a lot of valuable
knowledge. For example, various insights from medical reports, social reaction for some events in social network
comments or social media posts. This has potential for both government and science in achieving progress in various
fields.

TRADITIONAL DATA MINING TECHNICS FOR UNSTRUCTURED DATA

Unstructured data is a major challenge in data analysis because it does not follow a predefined format. Even
though it is complex, many traditional data mining techniques have been adapted to work with it, forming the basis of
current unstructured data analysis. While these older methods were useful at one time, they now act as a starting point
for more advanced techniques like Transformer Neural Networks, which have transformed the field.

One of the most important steps when working with unstructured data is preprocessing. This process converts
raw data into a format that can be analyzed. Common techniques include tokenization, stop word removal, and either
stemming or lemmatization [7]. Tokenization breaks text into smaller parts, such as words or phrases, which become
the building blocks for analysis [7]. Stop word removal eliminates common words like "and" or "the" that usually do
not add meaningful information [8]. Stemming and lemmatization reduce words to their basic forms, grouping similar
words together (for example, "running™ and "ran") [9]. These steps are essential to improve data quality before
applying further analytical methods.

Clustering is another widely used method in unstructured data mining. It groups similar data points together
into clusters, helping to reveal hidden structures. Techniques such as k-means clustering and hierarchical clustering
are commonly used [10, 11]. In k-means clustering, the data is divided into a specific number of clusters by reducing
the variance within each cluster. Hierarchical clustering, on the other hand, builds a tree-like structure that shows how
the data points relate to one another. Although these methods can uncover patterns, they often struggle with the high
dimensionality and inherent complexity of unstructured data.

Classification techniques also play an important role in unstructured data mining by categorizing data into
predefined groups. Decision trees provide a clear and understandable framework for classification [7]. Similarly,
Naive Bayes classifiers use probabilistic models that assume feature independence to assign labels efficiently [9].
However, these methods sometimes fail to capture the deeper semantic relationships that are important for
understanding complex datasets.

Assaciation rule mining is another key method in traditional data mining. It finds patterns of items that occur
together in datasets, which is particularly useful for analyzing unstructured text [7]. For example, this method can
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identify frequently co-occurring terms in a text corpus, offering insights into common themes or trends. Despite its
benefits, association rule mining often requires extensive parameter tuning to work effectively in different
applications.

Finally, information extraction techniques aim to identify and pull out specific entities or relationships from
unstructured data. One popular method is Named Entity Recognition (NER), which detects entities such as names,
dates, or locations. Additionally, relationship extraction focuses on understanding how these entities are connected
[8]. These techniques help convert unstructured data into a structured form, making it easier to analyze with traditional
methods.

Audio Signal Processing in Data Mining

Audio data is a type of unstructured data that poses unique challenges for data mining because of its time-
dependent nature, variations in frequency, and reliance on context. Traditional audio signal processing has focused on
feature extraction techniques to convert raw audio signals into a more structured form. Methods such as Mel-
Frequency Cepstral Coefficients (MFCCs) and Linear Predictive Coding (LPC) are commonly used to create compact
representations that preserve important characteristics like pitch and tone. These extracted features are then fed into
machine learning algorithms for tasks like speech recognition, speaker identification, and audio classification [12].

Earlier pipelines for automatic speech recognition (ASR) were based on hybrid systems that integrated
several components, including acoustic models, language models, and pronunciation lexicons. Although these systems
were effective, they required extensive engineering and were hampered by their inherent complexity and
interdependent parts. Recent progress in neural architectures—especially end-to-end models—has greatly simplified
the ASR pipeline and revolutionized audio signal processing [12].

e-mail Processing in Data Mining

Emails represent a common form of unstructured data, as they combine text, metadata, and attachments into
a single, rich but complex source. Their semi-structured format, which includes metadata such as the subject, sender,
and timestamps alongside free-form text, makes emails especially challenging for traditional data mining methods.
Over time, researchers have developed a range of approaches to process email data and extract useful insights,
focusing on tasks like spam detection, sentiment analysis, and topic modeling.

Spam filtering is one of the earliest and most widely used techniques in email mining. Its goal is to classify
emails as either spam or legitimate messages. Traditional spam filters often employ machine learning algorithms such
as Naive Bayes classifiers and support vector machines (SVMs). These methods work by extracting features from
email content—including word frequencies, keywords from the subject line, and other metadata [7]. For example,
Naive Bayes classifiers estimate the probability that an email is spam based on the presence of specific terms (e.g.,
"free™ or "win"), and they have proven effective due to their simplicity and speed.

Another important task in email mining is sentiment analysis, which seeks to identify the emotional tone of
email content. This technique is especially valuable in customer service, where understanding customer sentiment can
guide better responses and improve service quality. Traditional sentiment analysis methods typically rely on lexicon-
based approaches or simple machine learning models to categorize emails as positive, negative, or neutral [8].
However, these techniques often struggle to capture subtle nuances in language, such as sarcasm or context-dependent
meanings.

Topic modeling is yet another crucial technique used to reveal the underlying themes or subjects discussed
in emails. Traditional models like Latent Dirichlet Allocation (LDA) analyze how words co-occur within emails to
identify clusters of related terms that represent different topics [9]. Although these models can successfully identify
broad themes, they often require manual tuning and may not fully capture the semantic depth of the text.

TRANSFORMER NEURAL NETWORKS

Transformer Neural Networks first introduce in “Attention is all you need” [17] revolutionized the neural
networks from traditional convoluted and sequential processing models to highly parallelizable, attention-driven
frameworks that excel at capturing long-range dependencies and complex interactions within data.

Its main components allow the model to recognize and capture contextual relationships of the input data can
work in parallel, providing scalability to ensure complex findings in the data.

Since transformers process input data in parallel rather than sequentially, positional encodings are introduced
to retain information about the order of elements. This is critical for tasks where the sequence carries semantic
meaning, such as language processing.

This capability is particularly beneficial when dealing with unstructured text, where context, idiomatic
expressions, and long-range dependencies play crucial roles in understanding meaning.

Transformer models are especially strong because they can create high-quality embeddings—dense
numerical representations of text. These embeddings capture both the meaning and structure of language, allowing
data mining algorithms to recognize subtle patterns, detect anomalies, and group similar documents together. By
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turning raw text into these rich representations, transformers help with tasks like topic modeling, sentiment analysis,
and automated summarization, leading to more accurate and insightful data extraction.

In addition, transformers are well-suited for handling large-scale datasets thanks to their parallelizable
architecture. This means that even very large collections of unstructured text can be processed quickly, making them
ideal for real-time applications such as social media monitoring or customer feedback analysis. The process of pre-
training and fine-tuning further boosts their performance. Models like BERT, GPT, and their variants are first trained
on diverse text sources and then fine-tuned for specific tasks, reducing the need for extensive labeled data while
maintaining high accuracy.

A significant breakthrough in audio signal processing is the incorporation of Transformer Neural Networks
into automatic speech recognition (ASR) systems. Transformers use self-attention mechanisms to process entire audio
sequences simultaneously, capturing the overall context and improving transcription accuracy. This approach is
especially beneficial for long-form speech data, where traditional models may struggle to keep track of context. Recent
research indicates that Transformer-based ASR systems perform better than older architectures, particularly in noisy
and multilingual environments [10].

Although end-to-end models and Transformer-based approaches have greatly advanced the field, they do
present challenges. These models typically require large amounts of labeled training data and considerable
computational resources during training. Despite these hurdles, the move toward end-to-end and Transformer-based
models marks a significant shift in how audio data is processed and analyzed.

Transformer Neural Networks have also transformed email data mining. They excel at capturing the
sequential and contextual aspects of emails, making them ideal for understanding email threads, extracting semantic
meaning, and performing complex tasks like entity recognition and relationship extraction. Pre-trained models such
as BERT and GPT have shown impressive performance when analyzing unstructured text in emails. These models
can process not only the email content but also their metadata and attachments, providing a comprehensive
understanding of email datasets.

Overall, the integration of Transformers into email mining represents a major step forward, overcoming many
limitations of traditional methods and enabling new applications. In the next section, we will explore how Transformer
Neural Networks are redefining data mining for unstructured data, including their use in processing emails, audio, and
other complex data sources.

CONCLUSIONS

As unstructured data—from text and audio to video and emails—continues to grow, the shortcomings of
traditional data mining methods have become more evident. While these conventional techniques laid the groundwork
for data analysis, they often fail to capture the deep semantic and contextual details that characterize unstructured
information.

The introduction of Transformer Neural Networks, as described in "Attention is All You Need," marks a
significant shift in this field. By using self-attention mechanisms and positional encodings, transformers can process
data in parallel, manage long-range dependencies, and produce robust, high-quality embeddings. These features enable
a more refined understanding of unstructured text, supporting advanced tasks such as topic modeling, sentiment
analysis, and automated summarization. Moreover, incorporating transformers into audio processing and email mining
has led to major improvements in automatic speech recognition and the semantic analysis of complex communication
threads.

Looking ahead, Transformer Neural Networks are set to play a key role in unlocking the full potential of
unstructured data. The progress achieved so far not only enhances our ability to extract meaningful insights but also
opens the door to innovative applications across diverse fields—from business intelligence to scientific research.
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