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METHOD OF EXPANDING IMAGE CLASSIFICATION MODEL WITH TEXT
SUPERVISION

This paper describes a method that addresses the problem of zero-shot image classification within an unbound domain.
The goal of the research is to create a new method for expanding the set of classes supported by an image classifier model pre-
trained on a large amount of data, without additional training of the model. An additional condition is the possibility to apply the
proposed method to any conventional image classifier model, regardless of its architecture. The described method uses the additional
information about objects in images obtained from text captions of images and descriptions of the classes. Text data is collected from
open sources. An experiment is conducted to demonstrate the ability to generate part of the weights of the image classifier model by
retraining a separate natural language processing model in order to add support for new image classes. For this, the classifier model
is considered as a combination of an image encoder and a classifier layer that converts the vector representation of the image into
class probabilities. When considering the mathematical model of the classifier layer, the task of creating a model without further
training is reduced to the task of generating a vector of a predefined size. This transition allows to train a language model to generate
weights for the image classifier model and add new classes. The resulting model demonstrates an acceptable level of accuracy on
new classes with an average F-score of 0.731 for new classes, with an F-score of 0.844 for classes trained by the conventional method.
Additionally, it is found that generating multiple weight vectors and using their average for classification allows to improve the quality
of classification compared to using individual generated vectors.

Keywords: machine learning, artificial intelligence, natural language processing, image classification, neural networks,
computer visfon, information technology.

JAIIEHKOB JImutpo, CMEJISIKOB Kupuio

XapKiBChbKUI HAIllOHAJIbHUN YHIBEPCUTET PaIioeNeKTPOHIKU

METO/JA POBIIUPEHHA MOIEJII-KIIACUDPIKATOPA 306PAXKEHD 3
TEKCTOBOIO CYIIEPBI3IECIO

HaHa pobora ormcye MeToq pO3IJISAAE npobriemy Kaacn@ikalii 306paxeHs 6€3 [JOHABYAHHS B PamMKax HEOOMEXEHOI
IPEAMETHOI 06/1aCTi. L{in/mo AOCTIIKEHHS € CTBOPEHHS HOBOIO METOAY PO3LUMPEHHS MHOXUHU KAACIB 5K MIATDUMYE MOAE/Ib-
K1acn@IKaTop 306paxkeHs, MornepeEHb0 HaTPEHOBAaHA Ha BE/TMKOMY 0OCS3I AaHnx, 6€3 A0AaTKOBOro TPEHYBaHHS MOAENI. [OAaTKOBOK
YMOBOIO pOBOTH [AHOI0 METOAY € MOX/MBICTb 3aCTOCOBYBATU WOro A0 6Yy/Ab-SKOI KIACMYHOI MOAESTI-KNAcUPIKaTopa 306paxeHs,
HE3A/IEXHO Bifi apXITEKTYpu Mogesti. Onncarmi METO4 MPaLtoe 3aBASKV A0AATKOBIM iHE@OPMALIi Mpo O6'€EKTU HA 306PaXKEHHSX,
OTPUMaHy 3 TEKCTOBMX OMMCIB 300PaXEHb Ta CamMux K/aciB. TeKCToBi AaHi 3i6paHi 3 Biakputux mkepen. [IpogeMOoHCTpOBaHa
MOX/INBICTB, 3aBASKMN [OHABYaHHIO OKPEMOI MOAEsTi 3 06POOKM rpMpOaHOI MOBY, reHEPYBaTH YacTuHy BariB MOAE/ Kaacugikaropa
306paxeHb, TakuM YMHOM abm 40AaBaTV MIATDUMKY 47151 HOBUX K/1aciB 300paXeHsb. [J/151 LbOro, MOAEsb-K1acuikaTop po3r/isaacTbcs
K KOMOIHALIIS €HKOAEPa 306PaXeHHS Ta Lapy-K1acu@ikatopa, O EPETBOPIOE BEKTOPHE IPEACTABIEHHS 306PaXEHHS Ha
BIpOrigHOCTI kaacis. py po3risai MateMaTnyHoi MoOJesTi Wapy-Knacu@ikaTopa, 3a4a4va CTBOPEHHS MOAESTI 6€3 JOHABYAHHS 3BOANTLCS
40 384a4i reHepaLlii BEKTOpa BU3HAYEHOIro po3mipy. LI nepexig A03B0/ISE HATPEHYBATH MOBHY MOJE/b [V1 FEHEPALII BariB MOJETI-
Knacngikaropa 306paxeHs [ fogasaty HOBi kiacu. OTDUMAaHa MOAESTb AEMOHCTPYE MPMIHSTHMN pDiBEHL TOYHOCTI Ha HOBUX K/1ACax i3
cepeqHboro Mipoto F-score piBHoro 0,731 A1 HOBUX K/aciB, npu piBHi F-score 0,844 415 KaciB HAaTPEHOBAHUX KOHBEHLIVIHIM
MeTo4oM. [JoAaTKoBO, BCTAHOB/IEHO YO MEHEPYBAHHS ACKI/IbKOX BaroBux BEKTOPIB | BUKOPUCTaHHS IX CEPEAHBOIro A/15 Kinacu@ikallii
LO3BOJISIE MOKPALYNTU SKICTb KCUQDIKALIT MTOPIBHSHO 3 BUKOPUCTaHHSIM OKDEMUX 3r€HEPOBAaHNX BEKTODIB.

Kito40Bi c/10Ba: MalmHHE HABYAHHS], LUTYYHWH IHTE/IEKT, 06POOKa npMpoaHoOi MoBY, Kaacn@ikalis 306paxeHs, HEVPOHHI
MEDEXi, KOMITIOTEPHMI 3D, IHGOPMALIVIHI TEXHOSOTT].

INTRODUCTION

Computer vision (CV) is a field of study that has gained a measurable boost from the development of ML
algorithms in the recent years. Most CV tasks are being solved with a great efficacy using neural networks. At the
same time, the level of accuracy expected from a machine learning (ML) model regarding a CV task is usually quite
high since it is often trivial for a human to assess the performance of the model with their naked eyes.

Image classification is one of the most basic CV tasks. The ImageNet benchmark evaluates the most accurate
models in the image classification task (Ebrahim, Al-Ayyoub, Alsmirat, 2019). A typical solution is a model that is
trained on a large dataset of images and performs well on the classes it knows. However, typically, models cannot be
easily updated to work with new classes, especially with no examples of images of such classes. The task of classifying
images into classes that may have not been available during the model training is called zero-shot image classification.

International Scientific-technical journal
«Measuring and computing devices in technological processes» 2025, Issue 1

400


https://doi.org/10.31891/2219-9365-2025-81-51
https://orcid.org/0000-0001-9797-1863
mailto:dmytro.dashenkov@nure.ua
https://orcid.org/0000-0001-9938-5489
mailto:kyrylo.smelyakov@nure.ua

Mixcnapoonuil HayKoeo-mexHiuHuil HeypHan
«BumiproeanbHa ma o64yucnoeasibHa MexHika 8 mexHoJ102iYHUX npoyecax»
ISSN 2219-9365

This paper describes a method of solving this task with the help of extra information about the objects that are
represented by the image classes. This information comes from text captions of the images and descriptions of the
classes. The text data is processed by a separate natural language processing (NLP) model and the result is used to
modify a pre-trained image classifier model.

This work aims to establish a novel method of constructing image classification models on top of existing
trained models, such that the new model supports previously unseen image classes, based solely on the parameters of
the existing model with no extra training. The goal is to construct a step-by-step process of, given trained image
classificator model and a text description of an image of a new class, obtain an image classification model with would
support the new image class. Furthermore, it is expected that the initial classification model does not know interact
with text descriptions of images and is not constructed specifically to be expanded in this way. At last, the received
model and the whole process of modifying the classificator model must be measurably cheaper computation resource-
wise than simply retraining the model with an updated dataset that would include the new image class.

Machine learning models are a universal tool for solving a number of computer vision problems, including
image segmentation, image processing and modification to achieve the desired aesthetic effect, two-class and multi-
class image classification, object tracking in video, generation of images in video or their fragments, and others. Given
that the need for new data for training machine learning models in general and computer vision tasks in particular is
constantly growing, the question arises of how to collect the necessary data. In general, the need for ever-increasing
amounts of data is present in all areas of machine learning, including human language processing. A specific difficulty
when working with images is that creating images is a relatively labor-intensive task or a relatively expensive process.

For the reasons stated above, the training a new model for image classification from scratch is often not
possible due to lack of data or computational recourses or both. To overcome this issue, researchers use a number of
techniques for extracting more useful trainable information from the same data and modifying already trained models
in such a way that they fit the specific problems better. These techniques include:

- fine tuning;

- data augmentation;

- artificial data generation (Benbrahim, Behloul, 2021, Bartos, Unald1, & Yalgin, 2024).

These methods partially address the issue of data shortage, but require more computational power.

The OpenAl’s CLIP model uses another approach to filling the gaps in training data. By training the base
model on a combination of images and text descriptions, in a process called text-supervised learning, they created a
model which can determine if a given image fits a number of text descriptions. By running this model with a single
input image in combination with the necessary texts matching certain image classes, both seen and unseen by the
model, it is possible to classify the image into an indefinite number of classes. This, however, requires much more
computational resources than a regular image classification model (Radford et al., 2021).

There are several open datasets that combine text data and images which may assist in training models with
the help of information gathered from text data, including MS COCO published by Lin et al. (2014), Conceptual
Captions published by Sharma, Ding, Goodman, and Radu (2018), TextOCR published by Singh et al. (2021), and
CUB-200-2011 published by He and Peng (2019).

A typical architecture of an image classifier ML model consists of two separate yet strongly connected segments.
The first segment is the neural network (NN) which takes in image data and processes it in order to extract information from
the given image. This NN is computationally heavy, consists of multiple layers, and may use different algorithms, some of
which are the convolutional neural networks, residual NNs and, attention-based NNs (also known as transformers) (Sakthi,
Lekha, Manesha, 2023). This segment is called the encoder. An encoder produces a vector representation of a given image
as its output, known as an embedding of the image.

The other segment is called the classifier. A classifier is a single fully-connected (dense) layer, which sometimes
uses a dropout or other auxiliary techniques. The classifier takes the image embedding as its input and produces a vector of
probabilities as the output. In most cases, the values of the vector would be normalized via a sigmoid, a ReLU, or a similar
function (Kim, Mathai, Helm, Pinto, Summers, 2024). The probability at index n in the vector represents the probability
of the image belonging to the n-th class.

In other words, the encoder is the part if the model which processes the image data and presents it to the classifier,
which makes the decision. This segmentation comes in handy to researchers and ML engineers who may:

- train a single encoder and use it for different domain tasks in a technique called transfer learning;

- take an already trained encoder and train a classifier which would be more efficient at a certain domain
task, in a technique called fine-tuning (Kaur, Sharma, Chattopadhyay, Verma, 2024).

For the purposes of this paper, it’s also important to consider the internal structure of a dense NN layer, such as the
one used in the classifier. A dense NN layer is a set of neurons, each of which takes all the inputs of the whole layer and
produces a single output scalar value as the result. Mathematically, each neuron is independent, as none of them effect the
output of the forward pass of one another. It is technically true that the outputs of all neurons may affect the outcome of the
backward pass for all neurons in case if some loss functions such as the cross-entropy function are used. However, this
limited interference only happens of the training stage, thus allowing us to state that the neurons are independent of one
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another on the evaluation stage. When we consider a static NN, i.e. the state of the network when not in training, the
mathematical representation of each of the neurons is as shown in the formula (1):

y' = activation(WX), (D)

where: y' is the output of the layer; W is the weight matrix of the layer; X is the output of the image encoder;
activation is an activation function of the layer, typically, the sigmoid function.

Note that this approach works for both single-class and multi-class classification, i.e. for tasks when the result must
be a single image class of multiple image classes.

MATERIALS AND METHODS

Let’s consider the trainable state of the classifier dense layer. The state is represented by a single matrix W
of size Nemp * Ngis. This matrix W can be further decomposed into Ngs vectors, each of size Nemp. Each of the vectors
is responsible for predicting the probability of one particular class. Therefore, the task of adding a new class to the
image classification model can be simplified to obtaining such a vector of size Nems, that the result of a vector
multiplication operation of this vector with an embedding vector of an image of this new class is a a high enough
scalar value that the class is considered detected by the whole model, and, the result of a vector multiplication operation
of this vector with an embedding vector of an image that does not belong to the new class is a low-enough scalar value
that the class is considered not detected, so that to avoid false-positive responses (Xu, 2023, Song, Lee, Bae, & Park,
2024).

Generating such a vector can be performed in multiple ways. The straightforward way of doing so is through
the process of training the ML model. However, this is not always practical due to the need in a high number of data
samples. Instead, this paper introduces another approach, which, through use of NLP ML models and text metadata
for the images, allows to generate the target vector with no image data present. This, in turn, allows for a zero-short
image classification for the new image class to be achieved.

In order to do this, two key components are required. First is the text data itself. For this experiment, the MS
COCO dataset was used. The dataset contains images and text descriptions for each image. The descriptions are
written by human operators, which makes them highly reliable.

In order to generalize image descriptions, text data from another source is added. For each image of a given
class, a short description of the class is obtained and prepended to the text description of the image. Since images in
MS COCO may belong to several classes at the same time, the resulting dataset contains duplicate images, each image
is accompanied by a caption and a class description for a single class. Here is an example of a text metadata of an
image with the “bicycle” class: ”Bicycle also called a pedal cycle, bike, push-bike or cycle, is a human-powered or
motor-assisted, pedal-driven, single-track vehicle, with two wheels attached to a frame, one behind the other. A bicycle
rider is called a cyclist, or bicyclist. a bike sitting parked on the ground next to a building. a bike is parked on the side
of a building. a bicycle leaned against the wall on the side of the street a bicycle stands against the walls of a train
station. a bicycle leaning on a building near a train track.”.

Finally, each element of this dataset is enriched with a vector from the matrix W, which corresponds to the
same image class as the text description. This will be the target variable for the training of the NLP model. The images
themselves are not used in this training process. The goal is to train the model to generate a weight vector from the
image descriptions.

The second key component is the model itself. For this experiment, the XLM-RoBERTa model was selected.
The model was proposed by Conneau et al.(2019). The model is already pretrained on big text corpuses. Just like the
image processing models described earlier in this paper, the XLM-RoBERTa generates an embedding of its input,
allowing the end user to build upon it simpler NN for specific purposes. Unlike image processing models, XLM-
RoBERTa generates a sequence of embeddings, one per input token. In order to bring them to a standardized format,
a simple average pooling is used, resulting in a single embedding of the same dimension as the token embeddings, in
a pooling technique described by Chen, Zhu, Yao, and Zhang (2023) and by Mayil and Jeyalakshmi (2023). In this
case, the result vector has size 768. The goal of the training process is to train a simple dense layer that receives this
embedding as the input and produces the target vector as the output.

Measuring the efficacy of the resulting NLP model is conducted in two steps. The first basic measurement is
performed by comparing the target vectors that the model produced to the expected values. This comparison is used
during training loss function calculation for the optimization algorithm and for supervising the training process via
validation in between training epochs. Cosine distance loss function is used for training. The function is calculated
according to the formula (2).

768 1, 112
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where: | is the loss value; yiis the i-th element of the ground truth vector; y'i is the i-th element of the predicted
vector.

The second, more computationally heavy way of measuring the efficacy of the NLP model is by applying
the resulting target vector to the image classifier model and assessing the efficacy of that model on the newly added
class. This approach is used for comparing snapshots of the NLP model at different stages of training to one-another.
The efficacy of the image classifier model is measured with the cross-entropy loss.

EXPERIMENT

The MS COCO dataset was used for this experiment. The dataset contains over 200K captioned images with
3 to 5 captions for each image. The images are labeled with 80 classes (a.k.a. object categories). For each category, a
small description of the object is sourced by taking the Wikipedia article which matches the category name best. Each
description is limited to 256 words, so that the NLP model is able to process the class description and the image
caption at the same time and not exceed the token count limits.

For NLP, the RoBERTa base model is used. The model contains roughly 125 million parameters.

For image classification, the EfficientNet v2 S model is used. It contains roughly 21 million parameters and
produces embeddings of size 1280, which is the size of the target vector.

The MS COCO dataset was used to train the classifier model. The model was trained on a GPU with CUDA
support. The model took 80 epochs to train in total. The peak performance of the model was achieved on the epoch
68 with an F-score of 0.844, after which, the model started overfitting on the data, as shown on figure 1. The training
did not involve more sophisticated approaches, such as data augmentation, which are typically used to improve the
classification efficacy, since this paper is mainly concerned with the later parts of the experiment, while training the
EfficientNet model is rather a part of the setup stage.
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Fig. 1. The validation F-score change with the training. The best performance point is highlighted in red.

The RoBERTa model used in this experiment is a pretrained one, available publicly. The model was trained
on large text corpora and can be customized for a specific task by adding a domain-specific head, in this case, a simple
dense NN layer, which converts a pooled embedding of size 768 into a target vector of size 1280.

In order to improve the performance of the classifier with the target vector, a few vectors are generated for
each class. The vectors are obtained by passing a few different examples of the text image descriptions to the NLP
model. Then, the resulting target vectors are averaged in order to obtain a target vector with a more precise
representation of the class.

RESULTS AND DISCUSSION

The results of the experiment show that the efficacy of the new class with a generated weight vector is
somewhat similar yet still lower than that of the normal classes. The efficacy was measured by testing the generated
weights for six new classes. The classes are “warship”, “birdhouse”, “bee”, “snake”, “leopard”, and “canoe”. Images
for the class “warship” are assembled by hand (25 images in total, gathered among the images available freely on the
Internet). Images for the other classes are taken from the ImageNet dataset. While “birdhouse”, “bee”, “leopard”, and
“canoe” are existing ImageNet classes, the “snake” class is sourced from three different ImageNet classes, namely
“thunder snake”, “water snake”, and “green snake”. For each of the five ImageNet classes, 100 images are taken per
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class. The text descriptions for all the five classes are taken from Wikipedia in the same way as were the descriptions
for the known classes. Text captions for the images themselves are written by hand. In order to generate the target
vectors, 10 images from each class are captioned. The other images are used as the test sample. Table 1 demonstrates
the results of using the target vectors as the weights for the classifier on the five new image classes. The core measure
to be considered regarding the model efficacy is the model’s F-score. For the test classes, the binary classification F-
score was measured for each class. Each measurement involved an equal number of images of the new class and other
images which do not belong to the new class.

Table 1.
Efficacy of the model with the generated weight vector on the test classes
Image class Precision Recall F-score Test sample image count

warship 0.625 0.667 0.645 30
birdhouse 0.713 0.855 0.778 180

bee 0.75 0.567 0.645 180

snake 0.68 0.9 0.775 180

leopard 0.755 0.822 0.787 180

canoe 0.712 0.8 0.754 180

average among all classes 0.706 0.768 0.731

As seen in the table, the performance of the model with generated weight vectors is relatively consistent
among different test classes. However, the model obtained in such a way is less precise in the image classification
task than a model trained for the task. Furthermore, the model performs better on the trained classes than on the classes
for which the weight vectors are generated. This can be discovered when generating a new weight vector for a class
of images that was present during model training. This test was conducted with five image classes from the MS COCO
dataset. The F-score of binary classification was calculated using each of the generated weight vectors as well as the
original weight vectors, obtained when training the model. For each image class, descriptions for 10 images from the
validation sample, 30 descriptions in total, were presented to the NLP model and the generated target vectors were
averaged. Then, all the other images in the validation sample were tested on the model with the resulting weight
vector. This test showed the following results:

1) For the class “book”, the trained F-score is 0.859 and the generated F-score is 0.711.
2) For the class “laptop”, the trained F-score is 0.851 and the generated F-score is 0.763.
3) For the class “donut”, the trained F-score is 0.847 and the generated F-score is 0.623.
4) For the class “kite”, the trained F-score is 0.841 and the generated F-score is 0.713.
5) For the class “cat”, the trained F-score is 0.828 and the generated F-score is 0.78.

The graph on figure 2 illustrates the performance of the model with the generated weight vectors.
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Fig, 2. Binary classification F-score values for the model with the generated and trained weight vectors. Values for the generated vectors
are shown in light gray. Values for the trained vectors are shown in dark gray. Reference value of the multiclass classification F-score of
the trained model and the average value of binary F-score classification are shown in black.
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As seen in the presented results, the suggested method demonstrates a relatively high efficacy rate, allowing
to achieve zero-shot learning with relatively few resources. The experiment included training an image classificator
NN from scratch, however, this is merely a setup step and not a part of the suggested approach to zero-shot learning.

Key benefits of the described method are:

1) Low requirements to the NN training setup. Since the only training required by the method is fine-
tuning of the NLP model, which could be done on a modern consumer-grade GPU, in a few hours, rather than
specialized NN servers and many processing hours it takes to train an image-processing model from scratch.

2) Low requirements to the image data. No examples of images of the new classes are required. The
experiment only used images of the new classes for testing purposes. However, it is necessary to provide hand-written
descriptions of what an example image might look like and what category does the image class represent in the real
life.

The suggested also has a few drawbacks, which can be improved with further research into the method. These
drawbacks are:

1) When comparing to classes that were present during NN training, the classes added with the
suggested method receive lower efficacy rates, meaning that the model cannot classify images containing the zero-
shot classes as well as it can images containing regular classes.

2) The method includes a NN training step. This can by an issue to adopters who do not possess
resources needed for training models. Since the method aims to cover practical use-cases with low-resource
conditions, this is drawback to some of the potential adopters. However, the scale of training is quite limited, as
described earlier, meaning that the cost of resources needed for it is not that taxing comparing to a typical image
classifier training.

3) The need for high quality image captions. This is potentially the most difficult obstacle to overcome
for an adopter of the suggested method. The lack of high-quality text captions for many open-source datasets is the
reason why the set up for the experiment described in this paper included training an image classifier NN from scratch.

Results of this paper contribute to the study of zero-shot learning as a section of the machine learning
research.

For instance, Ruffino et al. (2024) demonstrate the application of a convensional non-LLM model to the
zero-shot approach. The model compares well to much larger conventional models while having much less trainable
parameters and therefore being less resource hungry, having faster inference and shorter training time.

Also, in the works of Li, Tang, Tang, and Yang (2023) and Sivarajkumar and Wang (2023), the influence of
zero-shot learning methods is demonstrated on practical problems in the fields of industrial system management and
medicine respectively. Their findings indicate that the use of zero-shot learning methods is invaluable in domains with
a few to none publicly available training data.

Finally, Patil and Ravindran (2024) demonstrate the application of the zero-shot learning approach in a field
where data is not just unavailable, but also hard or impossible to gather, in particular, in searching for software defects.
Their findings show that the suggested method is more capable of solving the task than the conventional supervised
learning techniques.

CONCLUSIONS

This paper presents a method for solving the zero-shot image classification task.

The scientific novelty of obtained results lies in the novel method for zero-shot image classification using
image captions and class descriptions as a source of additional information for the images. The method decomposes
the task of image classification into the task of encoding an image into a vector representation and converting the
vector representation into a decision regarding the image class. It is noticed that a typical NN image classifier performs
the latter step using a simple dense layer of neurons, which is essentially a matrix multiplication operation. With the
help of a NLP model trained on the additional information regarding image classes extracted from text metadata, the
weight matrix of the said dense layer can be manipulated to work on new classes which were not previously seen by
the classifier model, thus achieving zero-shot classification.

The practical significance of obtained results is in giving adopters of the method a way to obtain image
classifier models with support of some domain specific classes, based on an existing model that supports other image
classes. It is also possible to build software that would generate such models with no input from the user except for
the seed image captions. Such models work faster and require less computational resources than the alternative zero-
shot models.

Prospects for further research are to improve the performance of the zero-shot classes to bridge the gap
between them and the trained classes. It can also be speculated that with the zero-shot image classification solved, the
task of zero-shot object detection on images and later — on video becomes more approachable. Hence this paper lays
the groundwork for solving more complicated computer vision tasks.
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