FUZZY INFERENCE SUBSYSTEM FOR CLASSIFYING THREATS TO COMPUTER INFORMATION

This article was analyzed the threats to computer data in computer systems and classified these threats by their attributes. The relationships between threat classes, attributes, and related security methods and tools have defined the mathematical model of the computer threat classification problem. Based on the model analysis was concluded that the computer threats classification problem belongs to difficult formalized problems and requires for its solution methods of intellectual analysis, one of which is the subsystem of logical inference implemented in this article.
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Introduction

One of the key challenges in computer security today is the need to effectively counteraction computer threats. Threats can be both unintentional and intentional. The greatest danger is intentional threats. In addition, computer data is processed using various components of computer architecture: hardware, software, complex [1-4]. Therefore, the urgent task of computer data protection is to protect all computer architecture components from threats, both intentional and unintentional.

Today, there are many ways to protect computer data from threats in computer systems. Among them are [1-4]:

- anomaly detection methods are methods of finding and identifying elements, events or observations that don't correspond to the expected behavior (patterns);
- signature and heuristic methods of detecting malware, based on comparing the contents of suspicious programs and files with known samples of malware;
- access control methods. Access control can be performed in relation to the user and in relation to the data. The most common user access control is a registration procedure in which the user needs to enter his ID and password. Data access control is that each user can match a profile that specifies the allowed operations and file access modes.
Problem definition

Each group of methods has both advantages and disadvantages. Anomaly detection methods require the use of machine learning or artificial intelligence, which complicates their software and hardware implementation. Signature and heuristic methods can recognize a threat if it has occurred before. Access control methods require the use of additional cryptographic protocols to prevent password and ID hacking and can create difficulties when different users need to share certain data. The use of these methods in combination would eliminate the disadvantages of one group due to the advantages of others and increase the effectiveness of computer data protection in general.

However, using a hybrid system that includes all of these methods requires a lot of resources. Therefore, it is more appropriate to create a protection system in which one or another group of methods will be involved depending on the threat identified class.

In order to decide on the use of a particular method, the computer data protection system must contain a subsystem that will solve the problem of computer threats classification and determinate appropriate protection methods and tools. This article is devoted to the implementation of this subsystem.

Computer threats and protection methods classification

Among the whole set of threats, the following groups can be identified [5, 6]:

- threats to data in memory;
- threats to input data correctness;
- threats to computer system stability;
- threats to privileges and access;
- denial of service;
- attacks on the system;
- threats to hardware components.

Mathematically, this can be written as follows [7]:

\[ Y = \{Y_1, Y_2, Y_3, Y_4, Y_5, Y_6, Y_7\} \]

where \( Y_1 \) – threats to data in memory; \( Y_2 \) – threats to input data correctness; \( Y_3 \) – threats to computer system stability; \( Y_4 \) – threats to privileges and access; \( Y_5 \) – denial of service; \( Y_6 \) – attacks on the system; \( Y_7 \) – threats to hardware components; \( i \) – current threat class.

Attributes of threats can be represented as a set [7]:

\[ A = \{a_1, a_2, a_3, ..., a_{19}\} \]

where \( a_1 \) – buffer overflow due to incorrect data using; \( a_2 \) – link to the deleted object; \( a_3 \) – format string error; \( a_4 \) – manipulation of command shell metacharacters; \( a_5 \) – intrusion into queries; \( a_6 \) – open access to system area; \( a_7 \) – manipulation of user scripts; \( a_8 \) – race files in multitasking systems; \( a_9 \) – privileges escalation; \( a_{10} \) – attack with symbolic links; \( a_{11} \) – DoS-attack (simple or distributed); \( a_{12} \) – replacement of a trusted network object; \( a_{13} \) – imposing the wrong route; \( a_{14} \) – network traffic analysis; \( a_{15} \) – network protocols scanning; \( a_{16} \) – incorrect hardware configuration; \( a_{17} \) – unauthorized use of developer tabs; \( a_{18} \) – hardware listening for data traffic; \( a_{19} \) – physical access to data.

The same attribute in combination with other attributes can define different classes of threats. At one point in time, there may be one or more classes of threats, and the attributes can change in the decision-making process. And with their change, one threat class can modifies to another or correlate with it. Based on the classification, the mathematical model of threat classification was built (1).

Set of threat protection tools and methods can be represented as:

\[ P = \{p_1, p_2, p_3, ..., p_{19}\} \]

where \( p_1 \) – prohibition the code using in the stack area; \( p_2 \) – checking the variables dimensionality; \( p_3 \) – correct removal of objects, garbage removal; \( p_4 \) – string length limit; \( p_5 \) – shielding any characters; \( p_6 \) – checking...
the request correctness; \(P^7\) - restriction of access rights to system area; \(P^8\) - prohibition of special characters in the request; \(P^9\) - correctness of semaphore functions; \(P^{10}\) - launching applications with minimal privileges; \(P^{11}\) - antivirus tools using; \(P^{12}\) - using of separate directory for temporary files; \(P^{13}\) - using of standard tools to create temporary files; \(P^{14}\) - correct configuration of routers and firewalls; \(P^{15}\) - traffic limit; \(P^{16}\) - using of cryptographic protection methods, data encryption; \(P^{17}\) - using of Host-Based Intrusion Detection System; \(P^{18}\) - using of ingress-filtration and egress-filtration; \(P^{19}\) - ICMP-packages limit; \(P^{20}\) - detection and correction of incorrect hardware configuration; \(P^{21}\) - compliance with security policy.

One of the protection tools and methods can be applied to several threats at the same time, or several tools and methods can counteract one threat. The relationships between threats and protection tools and methods are presented in the following mathematical model (2).

\[
Y_i = \begin{cases} 
Y_2, \text{ if } A' = \{a_1,a_2,a_16,a_17,a_18\} \\
Y_2, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_10,a_18\} \\
Y_3, \text{ if } A' = \{a_3,a_4,a_7,a_8,a_17\} \\
Y_4, \text{ if } A' = \{a_6,a_9,a_{10},a_{17}\} \\
Y_5, \text{ if } A' = \{a_1,a_2,a_3,a_8,a_9,a_{11},a_{12},a_{13},a_{16},a_{19}\} \\
Y_6, \text{ if } A' = \{a_4,a_5,a_6,a_7,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{17},a_{18},a_{19}\} \\
Y_7, \text{ if } A' = \{a_{16},a_{17},a_{18},a_{19}\} \\
Y_1 \cup Y_2, \text{ if } A' = \{a_1,a_2,a_3,a_4,a_5,a_6,a_7,a_{10},a_{16},a_{17},a_{18}\} \\
Y_1 \cup Y_3, \text{ if } A' = \{a_1,a_2,a_3,a_4,a_7,a_8,a_{16},a_{17},a_{18}\} \\
Y_1 \cup Y_4, \text{ if } A' = \{a_1,a_2,a_6,a_8,a_9,a_{10},a_{16},a_{17},a_{18}\} \\
Y_1 \cup Y_5, \text{ if } A' = \{a_1,a_2,a_3,a_8,a_9,a_{11},a_{12},a_{13},a_{16},a_{17},a_{18},a_{19}\} \\
Y_1 \cup Y_6, \text{ if } A' = \{a_1,a_2,a_4,a_5,a_6,a_7,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{16},a_{17},a_{18},a_{19}\} \\
Y_1 \cup Y_7, \text{ if } A' = \{a_1,a_2,a_{16},a_{17},a_{18},a_{19}\} \\
Y_2 \cup Y_3, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_8,a_{10},a_{17},a_{18}\} \\
Y_2 \cup Y_4, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_8,a_9,a_{10},a_{17},a_{18}\} \\
Y_2 \cup Y_5, \text{ if } A' = \{a_1,a_2,a_3,a_4,a_5,a_6,a_7,a_8,a_9,a_{11},a_{12},a_{13},a_{16},a_{18},a_{19}\} \\
Y_2 \cup Y_6, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{16},a_{17},a_{18},a_{19}\} \\
Y_2 \cup Y_7, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_{10},a_{16},a_{17},a_{18},a_{19}\} \\
Y_3 \cup Y_4, \text{ if } A' = \{a_3,a_4,a_6,a_7,a_8,a_9,a_{10},a_{17}\} \\
Y_3 \cup Y_5, \text{ if } A' = \{a_1,a_2,a_3,a_4,a_5,a_7,a_8,a_9,a_{11},a_{12},a_{13},a_{16},a_{17},a_{19}\} \\
Y_3 \cup Y_6, \text{ if } A' = \{a_3,a_4,a_5,a_6,a_7,a_8,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{17},a_{18},a_{19}\} \\
Y_3 \cup Y_7, \text{ if } A' = \{a_3,a_4,a_7,a_8,a_{16},a_{17},a_{18},a_{19}\} \\
Y_4 \cup Y_5, \text{ if } A' = \{a_1,a_2,a_3,a_6,a_8,a_9,a_{10},a_{11},a_{12},a_{13},a_{16},a_{17},a_{19}\} \\
Y_4 \cup Y_6, \text{ if } A' = \{a_4,a_5,a_6,a_7,a_8,a_9,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{17},a_{18},a_{19}\} \\
Y_4 \cup Y_7, \text{ if } A' = \{a_6,a_9,a_{10},a_{16},a_{17},a_{18},a_{19}\} \\
Y_5 \cup Y_6, \text{ if } A' = \{a_1,a_2,a_3,a_4,a_5,a_6,a_7,a_8,a_9,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{17},a_{18},a_{19}\} \\
Y_5 \cup Y_7, \text{ if } A' = \{a_1,a_2,a_3,a_8,a_{11},a_{12},a_{13},a_{16},a_{17},a_{18},a_{19}\} \\
Y_6 \cup Y_7, \text{ if } A' = \{a_4,a_5,a_6,a_7,a_{10},a_{11},a_{12},a_{13},a_{14},a_{15},a_{17},a_{18},a_{19}\} \\
\end{cases}
\]
where $P_j$ - subset of protection tools and methods to counter the current threat.

From the analysis of these models was concluded that the task of threats classification has the following features:

✓ there are a large number of possible solutions, which complicates the solution of the problem by a complete search of all available alternatives;

✓ input data can change in the process of solving the problem, and when changing at least one value it is necessary to go through all the available options first;

✓ input data is difficult to represent in the form of numerical data, and therefore the solution of the problem cannot be reduced to numerical calculations.

So, the task of threats classification is a difficult-formalized task [8]. To solve it, it is advisable to use intellectual analysis methods. The authors chose the logical inference subsystem, which is best suited for the implementation of production rules set, which is the mathematical model.

**Logical inference subsystem for threats classification and determination appropriate protection methods**

This subsystem was implemented using Matlab software. The neural network structure of this subsystem is shown in Fig. 1.

![Fig. 1. Structure of logical inference subsystem for threats classification and determination appropriate protection methods](image)

The number of inputs is 19, according to the number of threat attributes. The input data can be 0 or 1, depending on the manifestation of a particular threat attribute.

The number of outputs is 21 according to the number of protection tools and methods. The output data can be 0 or 1, depending on how much a particular method or tool is needed.

The set of rules determinate links between identified threat attributes and the protection tools and methods to be applied.

The results of the subsystem work are presented in Fig. 2. The value of $p_1$ depends on both attributes $a_1$ and $a_2$. The value of $p_9$ depends only on the value of the attribute $a_4$ and is independent of the value of the attribute $a_5$. 
Fig. 2. The results of the logical inference subsystem work are presented in the response surface form

Conclusions

The article considers the threats to computer data in computer systems and their classification. Based on the classification, the mathematical model for determining the current threat class was proposed. The methods and tools of counteracting threats were also considered and the relationships between them and classes of threats were determined. These models became the basis for the design of the threat classification subsystem of the computer data protection system. The implementation of this subsystem will increase the efficiency of the computer data protection system and will avoid high needs in computer resources during the operation of this system.
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